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Abstract: Information and Communication Technologies have revolutionized communication, but cyberbullying 

poses severe challenges, demanding automated solutions for effective detection on social media platforms. The 

PROJECT emphasizes feature extraction and selection techniques to enhance the model's understanding of 

cyberbullying instances, incorporating both traditional Machine Learning and Transfer Learning approaches. The 

project leverages diverse models, including LinearSVC, Logistic Regression, DistilBert, DistilRoBerta, and Electra, 

encompassing Machine Learning, Transfer Learning, and Deep Learning methodologies for robust cyberbullying 

detection. 

Index terms - Cyberbullying detection, DistilBert, machine learning, pre-trained language models (PLMs), transfer 

learning, toxicity features, AMiCa dataset, LIWC, empath. 

1. INTRODUCTION 

Information and Communication Technologies (ICT) have become an integral part of everyone’s life, evolving 

imperceptibly with time, catalyzing online communication between people. Communication has been just one button 

click with the widespread use of the online platform, facilitating the growth of social networking. ICT dominance 

has a dark side when people easily misuse technological advancement with abusive behaviors such as cyberbullying. 

Cyberbullying is the expanded form of direct or traditional bullying through electronic platforms [1], [2], [3], [4], 

[5], [6]. Social media becomes the virtual medium for bullying, shielding the bully’s identity, making detecting 

cyberbullying a complex and challenging mission to protect online communities.  

Cyberbullying cases increase with volumized Internet usage because it can be easily committed anonymously [7], 

leading to a grave public health concern that brings many negative impacts, such as mental, psychological, and 

social problems [8]. While cyberbullying victims tend to suffer from mental health problems such as depression, 
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anxiety, loneliness, and anhedonia, some are reported to be committing self-injurious behavior and suicidal ideation 

[9]. Initially, the community implemented a manual approach to monitoring cyberbullying activities. Parent-Teacher 

Association started a good initiative from the Japanese school that formed Internet Patrol to help filter websites 

manually with inappropriate content, but it is impossible to handle the vast volume of data on the Internet within a 

short time without a computational approach [10], [11], [12].  

Automating cyberbullying detection is paramount to facilitate the process, ensuring a safe environment within online 

social media. As the computational text analysis can effectively be adopted to examine the social and cultural 

phenomena [13], the primary focus of this research is to automate the detection of cyberbullying instances from the 

unruly post, deeming the problem as a text classification task with the help of stateof-the-art techniques using 

artificial intelligence and natural language processing knowledge. By natural language processing, text classification 

is frequently employed in identifying the category of a given corpus through several stages, such as text 

preprocessing, feature extraction, and the development of a classification model [14].  

Social media companies have developed policies and mechanisms to maintain the regulation of social media 

platforms. However, the social media company was not performing well in tackling cyberbullying [15], [16]. The 

available mechanisms are usually user-dependent, requiring users to report content, block, or unfriend, a passive 

way of mitigating cyberbullying [17]. Although the implementation of algorithms with supervised machine learning 

works to detect cyberbullying events and helps to expunge posts that may contain foul words; however, the outcome 

is not as accurate as those reported by users [17]. Furthermore, metadata associated with the online platform and 

user information are not always available due to privacy protection [18], [19]. In that case, textual content posted by 

the online platform users is the base input for cyberbullying detection model [20].  

The initial studies on automatic cyberbullying detection deemed the presence of ‘‘bad’’ words (insult and swear 

words) or profane terms to be one factor in making a post likely to be an act of cyberbullying. However, looking for 

a list of words to detect such events is not very effective because the words or sentences can be easily deformed or 

obfuscated in terms of spelling, and a consistent list update is required [21]. Using textual features such as the 

presence of ‘‘bad’’ words (insult, swear, profane word) in making a post to be an act of cyberbullying has its 

limitation since the explicit existence of these words is not always right to detect cyberbullying [22]. Extraction of 

additional features by expanding the usual bagof-words text representation is needed to improve the performance of 

cyberbullying detection model [18]. 

2. LITERATURE SURVEY 

Cyberbullying among Turkish high school students. Scandinavian Journal of Psychology. Cyberbullying, a new 

form of the traditional bullying that has been transferred to the electronic environments (social media, online gaming 

environments, blogs, etc.), from the physical context to the virtual context, refers mainly to aggression that is 

deliberately carried out by adolescents. This study [1] aims to measure the level of cyberbullying in Turkish high 
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school students living in Eastern Turkey and identify the demographic and socioeconomic factors which lead to 

being bully and being cyberbullied. The study population consists of 470 students aged from 15-19 years. 

exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were implemented to identify the factor 

structure of the scale and it was observed that the Turkish version of the cyberbullying scale (CBS) is best 

represented by a one-factor structure. The comparisons across demographic and socioeconomic variables were 

implemented using independent samples t test, one-way ANOVA, and Tukey HSD. To summarize the key findings, 

the variables that significantly affect the students' CBS scores are; gender, school type, number of siblings, 

ownership of a mobile phone, length of ownership of a mobile phone, private access to the Internet, family 

supervision, purpose of Internet usage, length of time spent on the Internet and type of application used to message 

with others [34,35]. 

This study is conducted to learn about experiences and practices to cope with cyberbullying among high school 

students in Hanoi and to explore the association between the average time of Internet used per day among high 

school students in Hanoi, Vietnam, and the risk of being cyberbullied. A total of 215 students aged 13–18 years 

completed an online survey using respondent-driven sampling method [2]. The experience of being cyberbullied was 

examined using the modified Patchin and Hinduja’s scale. The prevalence of experiencing at least one type of 

cyberbullying was 45.1%. The most common type of cyberbullying was being called by names/made fun of. The 

average daily time spent on Internet showed dose-response association with the risk of being cyberbullied. The 

prevalence of having experienced cyberbullying was 54% among subjects who used Internet >3 hours/day compared 

to 39% among those who used 1–3 hours and 30% among those who used <1 hour. In terms of practices to cope 

with this, most students chose to ignore it and not share information with their family or teacher. The most frequent 

method to overcome this problem was talking with friends (60.8%). Research shows that the prevalence of 

cyberbullying victimization in Hanoi was high, and student’s practices to cope with this new form of bullying were 

not efficient. Online time had dose-response association with risk of cyberbullying [34,35]. More attention is needed 

to increase level of society/school awareness to prevent cyberbullying in Hanoi. 

Bullying is the deliberate physical and psychological abuse that a child receives from other children [54, 55, 56, 57]. 

The term cyberbullying has recently emerged to denote a new type of bullying that takes place over digital 

platforms, where the stalkers can perform their crimes on the vulnerable victims. In severe cases, the harassment has 

lead the victims to the extreme causing irreparable damage or leading them to suicide. In order to stop 

cyberbullying, the scientific community is developing effective tools capable of detecting the harassment as soon as 

possible; however, these detection systems are still in an early stage and must be improved. [3] Our contribution is 

CyberDect, an online-tool that seeks on Social Networks indications of harassment. In a nutshell, our proposal 

combines Open Source Intelligence tools with Natural Language Processing techniques to analyse posts seeking for 

abusive language towards the victim. The evaluation of our proposal has been performed with a case-study that 

consisted in monitor two real high school accounts from Spain. 
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Jean Piaget and Lev Vygotsky are the two most influential developmental psychologists. Their contributions to the 

field of developmental psychology, though different, are still similarly remarkable and unique. In spite of such 

resemblances, there exists a crucial, and generally unnoticed, the difference between Piaget's and Vygotsky's 

theories, and that this difference underlies the way each author addresses the concept of cognitive development [5]. 

In short, which theory is more correct? Throughout this paper, we will discover what informs both psychologists’ 

theories, how they are similar, how they are different, and why they have both remained so prominent throughout 

educational textbooks. Although never in direct competition with each other, the theories developed by Piaget and 

Vygotsky are often used in contrast with one another, since both offer learning theories with a significant difference, 

but still impacting on understanding cognitive development. 

Workplace cyberbullying (WCB) is a new form of hostility in organizations in which information technology is used 

as a means to bully employees. The objective of this study is to determine the association between WCB and the 

interpersonal deviance (ID) [6] of victims through parallel mediation through the ineffectual silence of employees 

and emotional exhaustion (EE) [6]. Conservation of resource (COR) theory and affective events theory were used as 

the study's guiding framework, and data were drawn from 351 white-collar employees who were employed in a 

variety of industries-such as banking, telecommunications sector, education, health care, insurance, and consultancy-

in Lahore, Pakistan. The results show that ineffectual silence negatively mediated the relationship between 

cyberbullying and deviance, decreasing the level of deviance of employees who used silence as a coping 

mechanism. EE, however, positively mediated the relationship between cyberbullying and deviance. This means that 

when employees felt emotionally overwhelmed they retaliated by engaging in deviant behaviors and acting as a 

bully toward colleagues. Drawing on the COR theory and the affective events theory, the findings show that WCB 

has an impact on ID. From a practical standpoint, the study reveals that WCB can lead to ID and it also may 

associate with large financial costs and workplace disruptions. Thus, organizations should establish a culture that 

prevent employees from engaging in WCB and adopt practices of prevention and intervention because it is not only 

harmful to the employees but also to the organization. 

3. METHODOLOGY 

i) Proposed Work: 

The proposed system leverages advanced techniques, combining machine learning and transfer learning 

methodologies for robust cyberbullying detection in social networks. Emphasizing nuanced feature extraction and 

selection, the model aims to enhance contextual understanding. Integrating diverse models, including LinearSVC, 

Logistic Regression, DistilBert, DistilRoBerta, Electra, the system comprehensively addresses the multifaceted 

challenge of cyberbullying across various contexts and content formats. As an extension to the project, advanced 

deep learning models, including LSTM [24] and a hybrid LSTM+GRU architecture, were incorporated alongside a 

machine learning algorithm, the Voting Classifier. This ensemble method (voting classifier) combined predictions 
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from AdaBoost and RandomForest using a soft voting strategy, enhancing the overall performance of cyberbullying 

detection. Additionally, a user-friendly Flask framework integrated with SQLite was developed for secure signup 

and signin, facilitating user testing. 

ii) System Architecture: 

The cyberbullying detection system follows a systematic process, commencing with the preparation of the 

cyberbullying dataset [49]. This involves essential data preprocessing steps such as noise removal, normalization, 

and cleaning. The preprocessed data is then split into training and testing sets. The model building phase employs a 

comprehensive approach, encompassing traditional machine learning algorithms (LinearSVC, Logistic Regression, 

and a Voting Classifier combining AdaBoost and Random Forest as an extension to the project), transfer learning 

models (DistilBert, DistilRoBerta, and Electra), and deep learning architectures (LSTM and LSTM+GRU as 

extensions to the project again). The trained models are evaluated using a dedicated test set, assessing performance 

metrics like accuracy, precision, recall, and F1 score for cyberbullying classification. This multifaceted system 

architecture ensures a robust and versatile solution for cyberbullying detection across diverse contexts and content 

formats. 

 

Fig 1 Proposed architecture 

iii) Dataset collection: 

The cyberbullying dataset [49  is loaded and explored to gain a deeper understanding of its structure, features, and 

distribution. This initial exploration provides insights into the characteristics of instances related to cyberbullying. 



 ISSN 2277-2685 

IJESR/July-Sep. 2024/ Vol-14/Issue-3/239-257 

Mahadevuni Madhubabu  et. al., / International Journal of Engineering & Science Research 

 

244 
 

 

Fig 2 Dataset 

iv) Data Processing: 

Data processing involves transforming raw data into valuable information for businesses. Generally, data scientists 

process data, which includes collecting, organizing, cleaning, verifying, analyzing, and converting it into readable 

formats such as graphs or documents. Data processing can be done using three methods i.e., manual, mechanical, 

and electronic. The aim is to increase the value of information and facilitate decision-making. This enables 

businesses to improve their operations and make timely strategic decisions. Automated data processing solutions, 

such as computer software programming, play a significant role in this. It can help turn large amounts of data, 

including big data, into meaningful insights for quality management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most consistent, non-redundant, and relevant features to use in model 

construction. Methodically reducing the size of datasets is important as the size and variety of datasets continue to 

grow. The main goal of feature selection is to improve the performance of a predictive model and reduce the 

computational cost of modeling. 

Feature selection, one of the main components of feature engineering, is the process of selecting the most important 

features to input in machine learning algorithms. Feature selection techniques are employed to reduce the number of 

input variables by eliminating redundant or irrelevant features and narrowing down the set of features to those most 

relevant to the machine learning model. The main benefits of performing feature selection in advance, rather than 

letting the machine learning model figure out which features are most important. 

vi) Algorithms: 

Linear Support Vector Classifier (LinearSVC) is chosen for its effectiveness in binary classification tasks like 

cyberbullying detection. It works by finding the optimal hyperplane to separate data points, maximizing the margin 

between classes, making it suitable for distinguishing between bullying and non-bullying content in social media. 
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Fig 3 LinearSVC 

Logistic Regression is employed in the project due to its effectiveness in binary classification tasks, like 

distinguishing between cyberbullying and non-cyberbullying instances. It models the probability of an instance 

belonging to a particular class, providing a reliable foundation for discrimination in the system [20,47]. 

 

Fig 4 Logistic regression 

The Voting Classifier merges predictions from AdaBoost and RandomForest models through a soft voting strategy, 

averaging class probabilities. This ensemble technique harnesses diverse algorithms, enhancing the system's 

resilience and performance in cyberbullying detection across varied social network scenarios. The collaborative 

decision-making of multiple models contributes to a more comprehensive and accurate classification approach, 

aligning with the project's goal of addressing the multifaceted challenges of cyberbullying in online interactions. 

 

Fig 5 Voting classifier 

DistilBERT, a distilled version of BERT, retains contextual language understanding with fewer parameters. It 

achieves computational efficiency by removing unnecessary components, making it ideal for cyberbullying 

detection where a balance between model sophistication and resource efficiency is crucial for processing large 

volumes of social media data [53, 54, 55]. 
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Fig 6 DistilBERT 

DistilRoBERTa is a distilled version of RoBERTa [53, 54, 55], a robust transformer-based language model. It 

leverages knowledge distillation to retain the essential linguistic understanding of RoBERTa in a more compact 

form. DistilRoBERTa is chosen for this project due to its efficient representation learning, striking a balance 

between performance and computational resources in cyberbullying detection tasks. 

 

Fig 7 DistilRoBERTa 

Electra is a pre-trained language model that replaces a portion of input text with incorrect words and trains the 

model to discern genuine from altered content. It enhances the proposed system's robustness by improving the 

model's understanding of subtle nuances and variations in language, crucial for accurate cyberbullying detection in 

diverse social network contexts. 
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Fig 8 Electra 

Long Short-Term Memory (LSTM) is a specialized recurrent neural network (RNN) variant employed in this 

project to analyze social media interactions. LSTMs excel at learning intricate patterns over extended sequences by 

employing memory cells and gating mechanisms. This design enables the model to effectively capture and 

remember long-term dependencies, making LSTMs well-suited for the nuanced task of cyberbullying detection, 

where understanding complex contextual relationships is crucial for accurate classification. 

 

Fig 9 LSTM 

LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Unit) are specialized types of recurrent neural 

networks. By combining LSTM and GRU, the model benefits from improved memory retention and processing 

efficiency, essential for comprehending the intricacies of sequential data like social media interactions. This hybrid 

architecture enhances the system's capability to recognize and interpret long-term dependencies, providing a more 

effective solution for cyberbullying detection in the dynamic and nuanced context of social networks [47, 48]. 
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Fig 10 LSTM + GRU 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones classified as 

positives. Thus, the formula to calculate the precision is given by: 

Precision = True positives/ (True positives + False positives) = TP/(TP + FP) 

 

 

Fig 11 Precision comparison graph 

Recall: Recall is a metric in machine learning that measures the ability of a model to identify all relevant instances 

of a particular class. It is the ratio of correctly predicted positive observations to the total actual positives, providing 

insights into a model's completeness in capturing instances of a given class. 
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Fig 12  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct predictions in a classification task, measuring the overall 

correctness of a model's predictions. 

 

 

Fig 13 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of precision and recall, offering a balanced measure that considers 

both false positives and false negatives, making it suitable for imbalanced datasets. 
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Fig 14 F1Score 

 

Fig 15 Performance Evaluation 

 

Fig 16 Home page 
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Fig 17 Signin page 

 

Fig 18 Login page 
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Fig 19 User input 

 

Fig 20 Predict result for given input 

5. CONCLUSION 

The project successfully addresses the pressing issue of cyberbullying by employing a diverse set of machine 

learning algorithms, including LinearSVC, Logistic Regression, DistilBert, DistilRoBerta, and Electra. This ensures 

a robust approach to identify instances of cyberbullying in online content. Leveraging advanced natural language 

processing techniques, the project incorporates features such as text normalization, tokenization, and bag-of-words 

representation. This enables a nuanced understanding of the language used in online posts, contributing to the 

accurate detection of cyberbullying. The project involves the implementation of Long Short-Term Memory (LSTM), 

LSTM+GRU and a voting classifier combining predictions from multiple individual models [47,48]. LSTM+GRU 

outperformed all other models. This innovative approach enhances the accuracy and reliability of cyberbullying 

predictions, providing a more robust final outcome. The development of a front-end using the Flask framework 

ensures a user-friendly experience for individuals interacting with the system. Incorporating user authentication 

through SQLite adds an additional layer of security, creating a reliable platform for users to engage with the 

cyberbullying detection system. The front-end design allows for user testing, input validation, and seamless model 

predictions, enhancing practical usability. By applying Latent Dirichlet Allocation (LDA) [33, 37]for topic 

modeling, the project goes beyond simple classification, offering valuable insights into underlying themes in 

cyberbullying content. This contributes to a comprehensive understanding of the issue and provides additional 

context for addressing and preventing cyberbullying in online communities. 

6. FUTURE SCOPE 
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The future scope involves expanding the system to include the analysis of diverse content formats, such as images, 

videos, and audio. This enhancement aims to achieve a more comprehensive understanding of cyberbullying across 

various modalities. Future development will focus on improving the system for real-time cyberbullying detection 

[23, 47]. This will enable timely intervention and support, contributing to a safer online environment for users. The 

project will implement mechanisms for continuous learning and model adaptation. This approach ensures that the 

system remains effective against evolving cyberbullying behaviors, providing sustained protection. To broaden its 

applicability, the project will incorporate multilingual capabilities. This expansion aims to enable the detection of 

cyberbullying across diverse linguistic contexts, making the solution more inclusive and globally relevant. 
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