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Abstract

An energy- and area-efficient solution for tolerating the stuck-at faults induced by an endurance problem in secure-
resistive main memory. A large number of memory locations with stuck-at faults might be used in the suggested
technique to appropriately store the data by using the rotational shift operation and the random properties of the
encrypted data encoded by the Advanced Encryption Standard (AES). The suggested method's energy usage is much
lower than that of other previously presented approaches because of its straightforward hardware implementation.
The error correction code (ECC) and error correction pointer (ECP) are two more error correction techniques that
may be used in conjunction with this one. The suggested approach is put into practice in a main memory system
based on phase-change memory (PCM) and contrasted with three error-tolerating techniques in order to determine
its effectiveness. The findings show that the suggested approach provides 82% energy savings over the state-of-the-
art technique for a stuck-at fault incidence rate of 10—2 and an uncorrected bit error rate of 2 x 10—3. More broadly,
we demonstrate that the fault coverage of the suggested approach is comparable to the state-of-the-art method using

a simulation analysis methodology.

Introduction

Today, lung cancer is one of the deadliest. Medical treatments for lung cancer include surgery, radiation, and
chemotherapy. Despite these techniques, lung cancer patients have a 14% 5-year survival rate. Early detection may
increase survival rates to 49%, as in other cancers. CT is the most common lung cancer imaging method. CT can
easily see nodules and abnormal remnants of various sizes. Lung nodules are benign or cancerous. Solid, unusual
malignant nodules may be misdiagnosed as benign. Usually, solid nodules are cancerous. Nodules must be
diagnosed early to speed therapy. Medical CAD systems improve pulmonary nodule detection. These devices help
doctors make decisions and start therapy early. Some research have examined early lung cancer diagnosis and
nodule detection. Filtered X-ray CT pictures to detect lung cancer. Image processing for lung segmentation on X-
rays for nodule detection. Invented automated benign nodule detection. CT scans were template-matched using
genetic algorithms. Recommended a fuzzy cluster-based CAD system for lung nodule detection. Designed a CT-
based CAD system to identify benign lung nodules. Basic image processing and region of interest extraction were
utilized. Proposed an automated lung nodule classification CAD system. Literature includes ANN-based CAD.
Proposed ANN-based pattern-recognition employing low-dose CT images to reduce false positives in lung nodule
computerized identification. A neural-network-based approach for computer-aided lung nodule identification in
chest radiographs was provided in another publication. A computer-aided categorization approach for lung CT
images was created utilizing ANN. In these investigations, true positive and false positive rates are not high enough

for clinical application.
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Additionally, these trials do not concentrate on early lung nodule identification. They provide little advice on
detecting tiny nodules. An ANN-based CAD system for early benign/malignant lung nodule categorization is
proposed in this work. Self-Organizing Maps (SOM) were utilized to segment the tiniest lung nodules in this work.
Use GLCM (gray level co-occurrence matrix) to extract features from benign or malignant nodules. Effective
classification method ANN is used. Rest of paper organization: The intended CAD system is described in Section 2.
Section 3 contains experimental and analytical findings. Last part discusses planned CAD performance assessment
and discussions.

The leading cancer killer is lung cancer. Additionally, lung cancer has a greater fatality rate. Lung cancer has a 16%
five-year relative survival rate, although early detection of faulty nodules may improve survival. In lung cancer
research, computed tomography (CT) is one of the most sensitive technologies for identifying pulmonary nodules,
which are spherical, irregular, opaque figures with a diameter up to 30 mm. Early pulmonary nodule diagnosis helps
treat lung cancer. A radiologist must evaluate several CT scan pictures, which is tiring. Thus, a computer-aided
detection (CAD) system may help radiologists improve scanning efficiency and nodule detection. Nodule detection
systems typically include lung volume extraction, nodule candidate identification, and false positive reduction.
There are many ways to derive lung volume from a pulmonary CT scan. Global thresholding, optimum thresholding,
3-D-adaptive fuzzy thresholding, rule-based region growth, linked component labeling, graph-cut algorithm, and
hybrid segmentation are used to segment lung. Following segmentation, lung volume was retrieved using many

approaches and refined to include juxta-pleural nodules.

Literature Survey

A CAD system helps radiologists discover pulmonary nodules early. We provide a hierarchical block classification-
based lung nodule identification approach in this work. The suggested CAD system is three-step. Our initial step is
to partition input computed tomography images into three-dimensional block pictures and use entropy analysis to
choose relevant blocks. The second phase segments and adjusts block pictures to find nodule candidates. The last
stage is to categorize nodule candidate photos as nodules or non-nodules. Object feature vectors are extracted from
chosen blocks. Support vector machine classifies extracted feature vectors last. Performance of the proposed system
is assessed using the Lung Image Database Consortium database. The suggested technique greatly decreased nodule
candidate false positives. With 2.27 false positives per scan, it has 95.28% sensitivity. Image processing and CAD
technologies have improved radiologists' diagnosis, notably lung nodules. This work describes a technique for
analyzing Postero Anterior chest radiographs that splits the lung field and selects low-cardinality, high-sensitivity
nodule candidate areas. This research aims to create a CAD method for lung nodule detection in helical X-ray
pulmonary computed tomography CT images. We introduce a new template-matching method using a genetic
algorithm (GA) to detect nodules in the lung area. The GA efficiently determines target position and selects an
appropriate template image from multiple reference patterns for fast template matching. Lung wall template
matching (LWTM) was also used to detect lung wall nodules by rotating semicircular models according to the target
point's angle on the lung wall contour. We employed 13 feature values to reduce false-positive results after
identifying candidates using the two template matching approaches. This research included 557 sectional pictures
from 20 clinical patients. Our method accurately recognized 71 of 98 nodules (72%), with 1.1 false positives per

sectional picture. Our findings demonstrate that CAD systems can identify nodules in helical CT pulmonary images
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using our method. The authors created the quoit filter, a mathematical morphological filter, to automatically identify
lung cancer potential problematic regions. However, processing speed and extraction accuracy are issues. This study
provides variable quoit filtering, where the filter size is flexible due to the pathological shadow, and distance
transformation with grey-level weight as preprocessing before the main filtering technique. First, the method's
performance is modeled to demonstrate its efficacy. Next, trial applications to photos of 82 real instances (including
21 cancer regions) reveal that all cancer areas were retrieved accurately. It takes less than 1/20 the time of the
standard algorithm.

Block Diagram

Pro-processing and SOM-aided
Lung Volume ||  Lung Nodule
Selection Segmentation

Benign { | LungNodule | | Feature Extraction
Classification using |¢- and

ANN Feature Selection

Fig.2.1 Block diagram

" Pro-Processing

Due to noise and bad lighting, interference and other events decrease medical picture quality and contrast. The
research examined raw DICOM CT scans for interference.
Thus, median filtering image processing reduces “salt and pepper” noise while keeping edges. Grayscale images are
contrast-adjusted. Figure 4.2 shows CT lung scans. The medical image enhancement procedure is vital to CAD
system analysis, including image analysis, feature identification, and more. Loosing key picture information might
hinder subsequent analysis, hence the original structure is kept while enhancing the image.
Image pre-processing improves image quality and removes noise in the initial phase of CAD design. 3x3 median
filter reduced noise and improved photos. This makes nodules and other locations more visible on CT scans and

removes noise. Histogram equalization balanced picture pixel values. Lobe stripping used morphological techniques

84



ISSN 2277-2685
IJESR/Jul-Sep. 2024/ Vol-14/Issue-3/82-94

N Sony et. al., /International Journal of Engineering & Science Research

to remove lung lobes from pre-processed CT images. The remaining side pieces were eliminated using double

thresholding. Lung area was acquired.

(a) DICOM raw CT lung image

adjustment

(b) Image after median filtering and contrast

Fig.2.2 Lung image in pre-processing stage
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Figure 2.8 The flowchart of implementation of CAD system

Results and its Discussion

The project “Artificial Neural Network based classification system for lung nodulesthrough computed

&5



ISSN 2277-2685
IJESR/Jul-Sep. 2024/ Vol-14/Issue-3/82-94

N Sony et. al., /International Journal of Engineering & Science Research

tomography scan” has been implemented and results are discussed below.

Output 1

i 3 o i 3
o Fie ESt View wwet Took Dedao Window Help ..] Fie ESt View Inunt Tooh Deiktop Window Hetp | File Edi Yew insert Tooks: Desktor Window Help %

=g

s datected in mcu rham 4| wnnbrlﬂmm regl

Fibe Edt Vew laiart T wiktop Window Help

9 | [D@ds/aaERE iDEde @ 0B RE

Aued is detected in shice num Zshown as brightest reg,

- . ! Uada Q08 &E
i - *, n

{dug
detactad in slice num 3shown as brightest ll'll'b-kls detected in slice num 4shown as brightest re

- - . - o x

File Edii Ve Inser Tool Desktc Windo Hey =

indon Helg » )

Disitop Window Help | File Edit View inser Tooh Deskd

“‘-r.lr B Veew It T

= ide|@ 0 k [E :
sduel is detected in slice num Sshown as brightest fW'Heaualrl detected in slice niam Bshown as brightest I'lqleu is detected in alice num Tshown as brightest 1

s detnciod In slice num 7shown as brightest

Zoom 150% Utr-2 LF senpt n & Col 1

N We @3 068 & E
Hewiue] is detected in alice num 1 1shown as brightest regl  Noduel is detected in slice num 12shown as brightest region r“, detuctad i s nins 12ahown s brighteat rf

AnCE [o® & DeeweaoE 3

| i M
| famm 4
B P | = O
. Fiw Edt Vaw Inet Tosh Oedtep  Window  Help -‘t Fle  Edit View (nsart Duktop  Window  Halp .
= ldde @ 0B &3E i A =
g
A Moduel s detected In slice num 13shown as brightest reglon Nﬂ*lﬂl Is detected in allce num 14shown as beightest reglon

il inages

Toom 190% T8 LF seript tn & Cal 1

Fig.5.1 Dataset of CT Scan images

Each segmentation technique has its own pros and cons. For some applications it is wiselyto use various segmentation
techniques together in order to have better results. For the particular requirements of this implementation,
binarization process with global thresholding, edge detection and morphological operations that has major
application in image enhancement and segmentation are commonly utilized.

The studied CT lung images have two types of pixels with distinct density. By using global image threshold which is

a robust tool for image segmentation, the gray-scale images were converted to binary.
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Fig.5.2 Neural Training

LIDC database is used in the training phase. The database subset, which is formed randomly consists of 271 CT
lung image scans. The grayscale images are in DICOM format that is the standard for medical images with having a
size of 512x512 pixels. Nodule locations as a ground truth information are also provided which were detected bythe

radiologist.
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Fig.5.3 Detection of Lung nodules

An image database was created for the designed CAD system by collecting a total of 128CT images from 47 different
patients. Detection of lung parts in total image showing where the lung image is there.

Most people find out they have a lung nodule after getting an imaging test in preparationfor a procedure or another
purpose. The findings are often a surprise. If an imaging test shows a lung nodule, your healthcare provider may
recommend active surveillance.

The nodule detection task was performed through faster R-CNN that works at three stages, which are feature
extraction, region proposal, and detection. Feature extractions were performed through state-of-the-art CMixNet,
and region proposals were performed via U-Net-like encoder—decoder by pixel-wise labeling. The integration of
CMixNet with U-Net makes it more robust for nodule feature extraction and generation. The encoder network with
CMixNet also implemented batch normalization and dropout. Similarly, in the decoder network, up-
sampling/deconvolution operations were performed with CMixNet architecture. Detection was performed through

learned features and region proposal by inserting bounding boxes and finally classification.
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Fig.5.4 Classifier Neural Network

How the classification is done by the neural network and it also show how the confusion matrix varies the other
performance graphs. A Classification Neural Network object is atrained, feedforward, and fully connected neural
network for classification. The first fully connected layer of the neural network has a connection from the network
input (predictordata X), and each subsequent layer has a connection from the previous layer. Each fully connected
layer multiplies the input by a weight matrix and then adds a bias vector. An activation function follows each fully
connected layer. The final fully connected layer and the subsequent soft max activation function produce the

network's output, namely classification scores (posterior probabilities) and predicted labels.
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Fig.5.5 Best validation performance

Performance which has decreased from 0.209 to 0.145 so by this we can say that error isless so when error is less the

iterations gets stopped.
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Fig.5.6 Gradient and validation checks
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Gradient shows the continuous decrease in the graph.
In Validation checks the increment and decrement is done and where it is constant inevery iteration the particular

graph is useful.
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Fig.5.7 Receiver characteristics

Waveforms show error classification performance.

WBAN devices deliver real-time physiological data to doctors' smartphones and PCs. The intelligent system can
remotely analyze this information and make smarter judgments based on the electronic healthcare record.
Smartphones link body sensor devices to IoT networks and clouds to evaluate massive data for smarter choices. Our
suggested study employed sensing devices and smartphone apps to collect patient physiological data and transfer it

to the cloud for processing and analysis.

The breathing index using Reuven's Rejiva [online] revealed breathlessness tendencies. Heart rate and fitness data
were collected using the Run smartphone app [online]. Wearable sensors assessed blood pressure and a smartphone
app recorded body temperature. We employed these sensor devices at Chongqing (CHN.USA) Hygeia Cancer
Hospital since they were unavailable throughout the investigation. We employed wearable or implanted monitoring
devices and smartphone apps for this investigation. Wearable gadgets collected insomnia data by measuring sleeping
patterns. The smartphone software “Finger print thermometer” measured body temperature. BP was monitored with

a wearable sensor and weight loss via a health assistant app.
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Conclusion and Future scope

This research addressed deep learning-based lung nodule segmentation, detection, and classification advances. CNN
is a popular deep learning method for lung illness detection and classification, and CT image datasets are the most
used imaging datasets for training networks. The article review used 2014 and subsequent publications.
Experimental and clinical trials show that deep learning can outperform radiologists. Deep learning should enhance
lung nodule segmentation, identification, and classification. This sophisticated technology helps radiologists
understand pictures better. Deep learning has addressed numerous medical difficulties in radiography. It still
struggles with large-scale clinical verification, patient privacy, and legal responsibility. Despite these limitations,
deep learning is predicted to increase medical demand for accurate diagnosis and treatment due to the medical
industry's increasing growth.

This work provides an automated CAD method that correctly classifies CT lung nodules as benign or cancerous.
Pre-processing, segmentation, feature extraction, selection, and classification make the suggested CAD system
integrated. Early lung nodule identification is possible using CAD's SOM technique. This research used ANN for its
excellent classification accuracy (90.63 % accuracy, 92.30 % sensitivity, 89.47 % specification).
Deep learning and machine learning Al can handle massive amounts of data and accurately describe pulmonary
nodules, promising a fundamental redesign of lung cancer detection. Combinations of convolutional neural
networks, machine learning, handcrafted features, computer-aided diagnostics, spectrometry, genetic and molecular
alterations improved lung nodule classification and assessment.
sensitivity, specificity, accuracy. Additionally, the machine learning model paired with spectrometry-developed
protein marker panels for lung cancer diagnosis and other models employing non-invasive breath testing or public
health information improve detection accuracy. Compared to other systems, deep convolutional neural networks
improved lung nodule classification and detection. Combining artificial intelligence with radiologists may create a
cost-effective and time-saving lung cancer screening method. In the future, models must be validated to be useful in

ordinary healthcare.

Future Scope

Further research and studies are to be conducted and validation of theproposed models of
convolutional neural networks has to be performed. Validation ofthe proposed models is required for the practical
application of these in the screeningprocedure of lung cancer and thereby increasing the detection in earlier stages.
More research and trials are to be conducted utilizing the technological advancements and thedoctors have to take up
the challenge to improvise and implement them.
This study extensively surveys papers published between 2014 and 2022. Demonstrate that deep learning-based lung
imaging systems have achieved high efficiency and state- of-the-art performance for lung nodule segmentation,
detection, and classification using existing medical images. Compared to reinforcement and supervised learning
techniques, unsupervised deep learning techniques (such as CNN, Faster R-CNN, MaskR-CNN, and U-Net) are
more popular methods that have been used to develop convolutional networks for lung cancer detection and false-

positive reduction.

92



[13]

ISSN 2277-2685
IJESR/Jul-Sep. 2024/ Vol-14/Issue-3/82-94

N Sony et. al., /International Journal of Engineering & Science Research

References

[1] American Cancer Society, ACS cancer facts and figures 2002, American Cancer Society, Atlanta, GA,
2003.

[2] L. Ries et al., SEER Cancer Statistics Review 1973-1996, National Cancer Institution, Bethesda, MD,
1999.

[3] M. Dolejsi, Detection of Pulmonary Nodules from CT Scans, Czech Technical University, Faculty of

Electrical Engineering, Center of Machine Perception, Prag, 2007.

[4] The international early lung cancer action program investigators, Survival of patients with stage I lung

cancer detected on CT screening, N Engl J Med., 355, pp. 1763-1771,2006.

[5] T. Okumura, T. Miwa, J. Kato, S. Yamamoto, M. Matsumoto, Y. Tateno, T. linumavet T. Matsumoto,
Variable N-Quoit filter applied for automatic detection of lung cancerby X-ray CT, Proc. CAR’98,, Tokyo, Japan,
1998.

[6] P. Campitelli, E. Casiraghi, S. Columban, Lung Segmentation and Nodule Detectionin Poster-Anterior
Chest Radiographs, 2004.

[7] Y. Lee, T. Hara, H. Fujita, S. Itoh, T. Ishigaki, “Automated Detection of PulmonaryNodules in Helical
CT Images Based on an Improved Template-Matching Technique, IEEE Transactions on Medical Imaging, 20(7),
July 2001.

K. Kanazawa, Y. Kawata, N. Niki, H. Satoh, H. Tohmatsu, R. Kakinuma, M. Kaneko,
N. Moriyama vet K. Eguchi, Computer aided diagnosis for pulmonary nodules based onhelical CT images, Compute.

Med. Image. Graph., 22(2), pp. 157-167, 1998.

[9] V. Biradar, U. Patil, Computer Aided Detection (CAD) System for Automatic Pulmonary Nodule
Detection in Lungs in CT Scans, The International Journal ofEngineering and Science (IJES), 2(1),pp. 18-21, 2013.
[10] W.-J. Choi vet T.-S. Choi, Automated Pulmonary Nodule Detection System in Computed Tomography
Images: A Hierarchical Block Classification Approach, entropy, 15, pp. 507- 523, 2013.

[11] Siegel R.L., Miller K.D., Fuchs H.E., Jemal A. Cancer statistics. 4 Cancer J. Clin. 2022; 72:7-33.
doi: 10.3322/caac.21708.

[12] Bade B.C., Cruz C. Lung cancer. Clin. Chest  Med. 2020; 41:1-24. doi:

10.1016/j.ccm.2019.10.001.

Chiang T.A., Chen P.H., Wu P.F., Wang T.N., Chang P.Y ., Ko A.M., Huang M.S., Ko

Y.C. Important prognostic factors for the long-term survival of lung cancer subjects in Taiwan. BMC Cancer. 2008;
8:324. doi: 10.1186/1471-2407-8-324.

[14] Journy N., Reheel J.L., Pointe H.D.L., Lee C., Brises H., Chaetal J.F., Caer-Lonrho S., Laurier D.,

93



(18]

ISSN 2277-2685
IJESR/Jul-Sep. 2024/ Vol-14/Issue-3/82-94

N Sony et. al., /International Journal of Engineering & Science Research

Bernier M.O. Are the studies on cancer risk from CT scans biased by indication? Elements of answer from a large-

scale cohort study in France. Br. J. Cancer. 2015; 112:1841-1842. doi: 10.1038/bjc.2014.526.

[15] National Lung Screening Trial Research Team Reduced lung-cancer mortality with low-dose
computed tomographic screening. N. Engl. J. Med. 2011; 365:395-409. doi: 10.1056/NEJMoal102873.
[16] Ippolito D., Capraro C., Guerra L., De Ponti E., Messa C., Sironi S. Feasibility of perfusion CT

technique integrated into conventional FDG/PET-CT studies in lung cancerpatients: Clinical staging and functional
information in a single study. Eur. J. Null. Med.

Mo. Imaging. 2013; 40:156-165. doi: 10.1007/s00259-012-2273-y

[17] Griffiths H. Magnetic induction tomography. Meas. Sci. Technol. 2011; 12:1126— 1131. doi:
10.1088/0957-0233/12/8/319.

Brown M.S., Lo P., Goldin J.G., Barony E., Kim G.H.J., McNitt-Gray M.F., Aberle

D.R. Toward clinically usable CAD for lung cancer screening with computed tomography. Eur. Radial. 2020,
30:1822. doi: 10.1007/s00330-019-06512-1.

[19] Roberts H.C., Patsies D., Kucharczyk M., Paul N., Roberts T.P. The utility of computer-aided
detection (CAD) for lung cancer screening using low-dose CT. Int. Conger. Ser. 2005; 1281:1137-1142. doi:
10.1016/j.1cs.2005.03.337.

[20] Abdul L., Rajasekar S., Lin D.S.Y., Venkatasubramanian Raja S., Sutra A., Feng Y.,Liu A., Zhang B.

Deep-lumen assay-human lung epithelial spheroid classification from brightfield images  using
deep learning. Lab A Chip. 2021, 21:447-448. doi: 10.1039/DOLC90127]J.

[20] Armato S.G.I. Deep learning demonstrates potential for lung cancer detection in chestradiology. 2020;

297:697-698. doi: 10.1148/radiol.2020203538.

[21] Ali S., Li J., Pei Y., Khurram R., Rehman K.U., Rasool A.B. State-of-the-Art Challenges and

Perspectives in Multi-Organ Cancer Diagnosis via Deep Learning-Based Methods. Cancers. 2021; 13:5546. doi:
10.3390/cancers13215546.

[22] Riquelme D., Makhloufi M.A. Deep Learning for Lung Cancer Nodules Detection and Classification in
CT scans. A1 2020; 1:28-67. doi: 10.3390/ai1010003.
[23] Zhukov T.A., Johanson R.A., Cantor A.B., Clark R.A., Tockman M.S. Discovery of distinct protein

profiles specific for lung tumours and pre-malignant lung lesions by SELDI mass spectrometry. Lung Cancer. 2003;
40:267-279. doi: 10.1016/S0169- 5002(03)00082

[24] Zeiser F.A., Costa C., Ramos G., Bohn H.C., Santos 1., Rohee A.V. Deep batch: A hybrid deep learning
model for interpretable diagnosis of breast cancer in whole-slide images. Expert Syst. Appl. 2021; 185:115586. doi:
10.1016/j.eswa.2021.115586.

94



