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ABSTRACT: 

Music is a fundamental aspect of human life and has the power to evoke various emotions and moods. 

Understanding and categorizing music based on its emotional content, also known as music mood classification, 

has become a prominent area of research in recent years. Analyzing the emotional aspect of music is crucial in 

applications such as personalized music recommendations, mood-based playlist generation, and emotion-aware 

music therapy. The traditional approach to music mood classification involved employing music experts to listen 

to each track and manually assign mood labels, such as happy, sad, calm, energetic, etc. This process was highly 

subjective and prone to inconsistencies due to individual biases. The annotated data would then be used to build 

handcrafted rule-based systems or simple statistical models to classify music into different mood categories. 

While these approaches provided some insights, they were limited in scalability, generalization, and accuracy. In 

addition, manual annotation is time-consuming, expensive, and lacks objectivity. Moreover, human listeners 

may not always agree on the emotional interpretation of a particular piece of music, leading to discrepancies in 

the labeled data. To overcome these challenges and enable large-scale mood analysis of music collections, there 

is a demand for automated and data-driven approaches. Machine learning techniques offer a promising solution 

to this problem by leveraging computational models to learn patterns and relationships from data, thus enabling 

the automatic classification of music based on its emotional content. Therefore, this project develops an emotion 

recognition-based music recommendation system, which performs the mood analysis first, and then recommend 

the music according to the detected mood of the users. The experiments on real data confirm that the proposed 

mood classification system can be integrated to any music recommendation engine. 
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1. INTRODUCTION 

The pursuit of understanding and categorizing the emotional content of music, referred to as music mood 

classification, has emerged as a central focus in contemporary research, reflecting the profound impact of music 

on human emotions. The intricate interplay between music and mood is a fundamental aspect of the human 

experience, with the potential to elicit a myriad of emotions. This research endeavors to delve into the realms of 

machine learning to revolutionize the conventional methods of music mood classification, which historically 

relied on the subjective assessments of music experts. Traditionally, experts would meticulously listen to each 

musical track, manually ascribing mood labels such as happy, sad, calm, or energetic. However, this approach 
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was fraught with subjectivity and inconsistencies, owing to individual biases and varying interpretations of 

emotional nuances. 

The conventional method, although providing valuable insights, faced limitations in terms of scalability, 

generalization, and accuracy. The reliance on manual annotation not only proved to be time-consuming and 

expensive but also lacked the objectivity required for a standardized classification system. Furthermore, the 

inherent variability in human perception meant that different listeners might interpret the emotional content of a 

particular musical piece divergently, leading to discrepancies in the labeled data. Recognizing these challenges, 

there emerged a compelling need for automated, data-driven approaches that could overcome the limitations of 

traditional methods. 

Machine learning, as a powerful computational tool, presents a promising solution to the challenges posed by 

manual annotation and subjective interpretation. By harnessing the capabilities of machine learning algorithms, 

this project endeavors to develop an emotion recognition-based music recommendation system. The novel 

approach involves conducting mood analysis as a precursor to recommending music, thereby enhancing the 

personalization of music suggestions based on the detected mood of the users. The core principle revolves 

around leveraging computational models to learn intricate patterns and relationships inherent in the data, 

facilitating the automatic classification of music based on its emotional content. In the realm of traditional music 

mood classification, the reliance on human experts not only hindered scalability but also raised concerns 

regarding the replicability of results[1,2,3]. The subjectivity inherent in human perception introduced a level of 

uncertainty, as different experts might arrive at disparate conclusions when categorizing the emotional content 

of a given musical composition. The introduction of automated, data-driven approaches offers a transformative 

shift, where the focus shifts from subjective human judgments to the objective and consistent outcomes 

generated by machine learning models.[4] 

 

2. LITERATURE SURVEY 

The concept that people who listen to different types of music will change emotions and physical states has been 

widely accepted. Several studies have shown the relationship between psychology and physiology [5,6]. 

According to Bason et al. [7], the heart rate changes mainly for the following reasons. First, the heart rate is 

changed by the external auditory stimulation that leads to the neuron coupling into the cardiac centers of the 

brain, further arousing the sinus entrainment of rhythms. Another cause of changing the heart rate is the 

autonomic nervous system (ANS) that controls and sustains homeostasis in our body, such as blood pressure, 

body temperature, and sleep qualities. It mainly consists of the parasympathetic nervous system (PNS) and 

sympathetic nervous system (SNS). Additionally, it is typically distinguished by opposing characteristics. For 

instance, in an emergency state, the SNS increases the heart rate, but on the other hand, the PMS typically 

retards the heart rate in the static state. Some studies indicate that quality of life can be improved by different 

types of music, such as raising sleep quality, relieving pressure, supporting exercise, and enhancing brain 

liveliness [8,9,10]. In summary, we could further infer that there supposedly is a connection between music 

stimuli and heart rate. According to the above-mentioned factors, listening to different music genres changes 

one’s emotions and heart rate, which is a kind of music therapy method. There are some benefits of music 

therapy, such as socialization, cognition, emotion, and neuron motor function [11]. Continuing music therapy 
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research has led to many new and fascinating applications in sports and autistic and handicapped fields. 

According to Van Dyck E et al. [12], music rhythm can affect running cadence. In other words, the slower 

rhythm of music brings out a decrease in running cadence; on the other hand, the faster rhythm of music gives 

rise to an increase in running cadence. Moreover, another significant research of promoting exercise efficiency 

is proven by Karow et al. [13]. They provided extensive discussions of the importance of primary selected 

music. For instance, primary music could make humans more powerful and more stimulated during exercise. 

Moreover, it could effectively decrease the Rating of Perceived Exertion (RPE), which evaluates the degree of 

effort that a person feels by themselves. Consequently, music could draw attention away from uncomfortable 

feelings [14]. 

 

3. PROPOSED METHODOLOGY 

3.1 Overview 

In the domain of music mood classification, the progression from raw data to model predictions involves a 

structured research procedure comprising key steps such as dataset acquisition, data preprocessing, data 

splitting, existing XGBoost model training, proposed Random Forest with Adaboost model training, 

performance evaluation, and the final prediction from test data.  Figure 3.1 shows the proposed system model. 

The journey commences with the acquisition of a comprehensive and diverse dataset. The dataset forms the 

bedrock of the research, encapsulating a broad spectrum of musical genres, styles, and emotional nuances. 

Collecting a representative dataset is crucial to ensure the model's ability to generalize across various music 

types and capture the intricate emotional patterns inherent in diverse musical compositions. This initial step sets 

the stage for robust and inclusive music mood classification. 

Subsequent to dataset acquisition, the data preprocessing phase unfolds. This step involves the systematic 

cleansing and transformation of raw musical data to make it amenable for machine learning model training. In 

the context of music mood classification, data preprocessing may encompass tasks such as feature extraction 

from audio signals, considering elements like tempo, pitch, and spectral characteristics. Additionally, textual 

data, if available, could be processed to extract relevant information about song lyrics, contributing further to the 

holistic understanding of the emotional content of music. This preprocessing step ensures that the data fed into 

the models is structured, informative, and conducive to extracting meaningful patterns related to music mood. 
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Figure 1. Proposed system model. 

Introducing the proposed Random Forest with Adaboost model training, the research aims to leverage the 

strengths of ensemble learning techniques to enhance the music mood classification process. Random Forest, by 

aggregating the predictions of multiple decision trees, offers a more stable and less prone-to-overfitting model. 

Adaboost, as a boosting algorithm, focuses on correcting the errors of the base model, thus potentially 

mitigating the biases and limitations associated with the XGBoost model. The combination of Random Forest 

and Adaboost introduces a complementary approach that may capture nuanced emotional patterns in music more 

effectively. 

The performance evaluation stage is pivotal in assessing the efficacy of both the existing XGBoost model and 

the proposed Random Forest with Adaboost model. A range of evaluation metrics is employed to gauge the 

models' performance, including accuracy, precision, recall, and F1 score. These metrics provide a multifaceted 

view of the models' ability to correctly classify different mood categories and their performance on both 

majority and minority classes. The evaluation process seeks to uncover insights into the strengths and 

weaknesses of each model, guiding decisions on their suitability for music mood classification tasks. 

Finally, the research culminates in the prediction from the test data. Leveraging the trained models, predictions 

are generated for the mood labels of the test set. This phase serves as the ultimate validation of the models' 

generalization capabilities and their applicability to real-world scenarios. The predictions are compared against 

the true labels in the test set, shedding light on the models' accuracy and effectiveness in classifying music based 

on emotional content. 

3.2 Random Forest Algorithm 

Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can 

be used for both Classification and Regression problems in ML. It is based on the concept of ensemble learning, 

which is a process of combining multiple classifiers to solve a complex problem and to improve the 

performance of the model. As the name suggests, "Random Forest is a classifier that contains a number of 
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decision trees on various subsets of the given dataset and takes the average to improve the predictive accuracy 

of that dataset." Instead of relying on one decision tree, the random forest takes the prediction from each tree 

and based on the majority votes of predictions, and it predicts the final output. The greater number of trees in the 

forest leads to higher accuracy and prevents the problem of overfitting. 

 

Fig 2: Random Forest algorithm. 

3.2.1 Random Forest algorithm 

Step 1: In Random Forest n number of random records are taken from the data set having k number of records. 

Step 2: Individual decision trees are constructed for each sample. 

Step 3: Each decision tree will generate an output. 

Step 4: Final output is considered based on Majority Voting or Averaging for Classification and regression 

respectively. 

3.2.2 Important Features of Random Forest 

 Diversity- Not all attributes/variables/features are considered while making an individual tree, each 

tree is different. 

 Immune to the curse of dimensionality- Since each tree does not consider all the features, the feature 

space is reduced. 

 Parallelization-Each tree is created independently out of different data and attributes. This means that 

we can make full use of the CPU to build random forests. 

 Train-Test split- In a random forest we don’t have to segregate the data for train and test as there will 

always be 30% of the data which is not seen by the decision tree. 

 Stability- Stability arises because the result is based on majority voting/ averaging. 

3.2.3 Assumptions for Random Forest 

Since the random forest combines multiple trees to predict the class of the dataset, it is possible that some 

decision trees may predict the correct output, while others may not. But together, all the trees predict the correct 

output. Therefore, below are two assumptions for a better Random Forest classifier: 

 There should be some actual values in the feature variable of the dataset so that the classifier can 

predict accurate results rather than a guessed result. 

 The predictions from each tree must have very low correlations. 

Below are some points that explain why we should use the Random Forest algorithm 
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 It takes less training time as compared to other algorithms. 

 It predicts output with high accuracy, even for the large dataset it runs efficiently. 

 It can also maintain accuracy when a large proportion of data is missing. 

3.2.4 Types of Ensembles 

Before understanding the working of the random forest, we must look into the ensemble technique. Ensemble 

simply means combining multiple models. Thus, a collection of models is used to make predictions rather than 

an individual model. Ensemble uses two types of methods: 

Bagging– It creates a different training subset from sample training data with replacement & the final output is 

based on majority voting. For example, Random Forest. Bagging, also known as Bootstrap Aggregation is the 

ensemble technique used by random forest. Bagging chooses a random sample from the data set. Hence each 

model is generated from the samples (Bootstrap Samples) provided by the Original Data with replacement 

known as row sampling. This step of row sampling with replacement is called bootstrap. Now each model is 

trained independently which generates results. The final output is based on majority voting after combining the 

results of all models. This step which involves combining all the results and generating output based on majority 

voting is known as aggregation. 

 

Fig. 3: RF Classifier analysis. 

Boosting– It combines weak learners into strong learners by creating sequential models such that the final 

model has the highest accuracy. For example, ADA BOOST, XG BOOST. 

 



  ISSN 2277-2685 

  IJESR/June-2024/ Vol-14/Issue-2s/374-383 

T. Jayarajan  et. al., / InternaƟonal Journal of Engineering & Science Research 

 

380 
 

Fig. 4: Boosting RF Classifier. 

3.3 Ada Boost Algorithm 

AdaBoost is a machine learning algorithm that belongs to the family of ensemble methods. Ensemble methods 

combine the predictions of multiple weaker models to create a more accurate and robust model. In the case of 

AdaBoost, these weaker models are often referred to as "weak learners" or "base classifiers." 

Key Idea: The main idea behind AdaBoost is to sequentially train a series of weak learners on the data, 

assigning higher importance to the data points that are misclassified by the previous models. In other words, it 

adapts its learning strategy based on the errors made by the previous models. 

Training Process: 

1. Initialization: Each data point is initially assigned an equal weight. 

2. Model Training: A weak learner (e.g., a decision tree with limited depth) is trained on the data. It 

focuses on the samples that were misclassified by the previous models. 

3. Weight Update: The algorithm assigns higher weights to the misclassified data points, making them 

more influential in the next iteration. 

4. Sequential Iteration: Steps 2 and 3 are repeated for a predefined number of iterations or until a perfect 

model is achieved. 

Combining Weak Learners: After all the weak learners are trained, their predictions are combined through a 

weighted sum to form the final strong model. Each weak learner contributes to the final prediction based on its 

accuracy, with more accurate models having a higher influence. 

4 RESULTS AND DISCUSSION 

Figure 5 shows that the sample dataset 

 

Figure 5. Sample Dataset. 

 

Figure 6. Proposed method classification report. 
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Figure 6 is performance of Proposed RF-Adaboost model have a accuracy 91%  which is very good model. 

 

Figure 7. Proposed confusion matrix. 

Figure 7 is confusion matrix of the RFC-adaboost model have a nice performance (using heat map) 

 

Figure 8. Prediction from test data. 

Figure 8 shows that the prediction output using adaboost model 

 

5. Conclusion 

In conclusion, the exploration of machine learning approaches for music mood classification represents a 

significant stride toward unraveling the intricate relationship between music and human emotions. The journey 

from traditional, manual methods relying on human experts to automated, data-driven approaches, particularly 

leveraging algorithms like XGBoost and Random Forest with Adaboost, showcases the evolving landscape of 

this field. The dataset, with its wealth of music-related attributes, serves as a valuable resource in this pursuit, 

enabling a nuanced analysis of songs and their emotional impact. 

The dataset's attributes, ranging from fundamental details like song name and artist to more complex musical 

characteristics such as danceability, valence, and instrumentalness, contribute to a holistic understanding of each 
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musical composition. The inclusion of a mood attribute emerges as a pivotal element, providing a categorical 

lens through which songs can be classified based on their emotional or thematic essence. This categorization 

lays the foundation for developing models that can predict and classify music moods, offering applications in 

personalized music recommendations, mood-based playlist generation, and even extending into the realm of 

emotion-aware music therapy. 

The training and comparison of machine learning models, specifically XGBoost and Random Forest with 

Adaboost, illuminate the strengths and limitations inherent in these algorithms for music mood classification. 

XGBoost, known for its efficiency and predictive power, excels in learning intricate patterns from data. 

However, challenges such as potential overfitting, sensitivity to imbalanced datasets, and limited interpretability 

underscore the need for alternative models. The introduction of Random Forest with Adaboost, leveraging 

ensemble learning techniques, presents a promising avenue for addressing these challenges. The combination of 

these algorithms offers a more stable and potentially less biased approach, enhancing the robustness of music 

mood classification systems. 

The performance evaluation phase, encompassing metrics such as accuracy, precision, recall, and F1 score, 

provides a comprehensive assessment of the models' effectiveness. These metrics go beyond mere predictive 

accuracy, offering insights into how well the models perform across different mood categories and their ability 

to handle imbalanced datasets. The evaluation process serves as a critical benchmark, guiding decisions on 

model selection and further refinement, ensuring that the chosen algorithm aligns with the specific requirements 

of music mood classification tasks. 
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