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ABSTRACT
The quantity and calibration of the extracted features determine how well these systems can distinguish between
authentic and fake signatures, making the feature extraction phase of an offline signature verification system
critical to the overall performance of these systems.The study presents a hybrid technique for offline signature
verification systems feature extraction from signature pictures. To find important features, the approach
combines the usage of Convolutional Neural Network (CNN) and Histogram of Oriented Gradients (HOG)
approaches. A decision tree feature selection algorithm then comes into play. The hybrid approach was tested on
two datasets (UTSig and CEDAR) and assessed using three classifiers: K-nearest Neighbor, support vector
machine, and long short-term memory. Even for expert forgeries, the testing findings demonstrated a high

degree of accuracy in identifying genuine from fabricated signatures.

INTRODUCTION
The most significant technical approach for identifying individuals and assessing their power based on their
unique physiology and behavior is biometrics. One of the biometric verification techniques that is most widely
recognized worldwide is the handwritten signature. Handwritten signatures are used as distinct behavioral
biometrics in financial documents, credit cards, passports, banks, and check processing. These signatures are
hard to verify, especially if they're not explicit. To reduce the likelihood of theft or fraud, a system that can
differentiate between a real signature and a false signature is necessary. Many research in this area have been
carried out over the last thirty years, moving from machine learning algorithms to deep learning algorithms,
from conventional verification based on expert judgments. Even after all these research, offline signature
verification systems still need a great deal of work.In light of the conversation, the current study attempts to
create a hybrid approach that uses machine learning and deep learning classifiers to distinguish between genuine
and fake signatures in signature images. This hybrid approach should also be able to improve the performance

of different classifiers. We'll verify signatures offline using this technique.
PROBLEM STATEMENT

The problem addressed in this study is the need for robust offline signature verification systems. Existing

systems often struggle to effectively differentiate between genuine and forged signatures, especially when
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dealing with skilled forgeries. This research aims to enhance system performance by introducing a hybrid

feature extraction method and evaluating its effectiveness using various classifiers on different datasets.

LITERATURE SURVEY
Signature Forgery Detection Using Machine Learning:
[PDF] SIGNATURE FORGERY DETECTION USING MACHINE LEARNING | Semantic Scholar

ABSTRACT: In today's society, signature are used many important documents such bank cheque, passport,
driving license, etc. and can be faked in multiple ways. This creating many problems such as fake
identifications, identify theft, hacking etc. To reduce this issue, our project is focused on developing a system
for detecting whether a signature is real or fake from dataset of signatures using CNN and Deep learning. The
reason we are using CNN and deep learning is because signature change over a period of time based on multiple
behavioral changes such age, state of mind, physical health etc. We require a system that can learn from
multiple training datasets and increase its accuracy of detection. There are two types of signatures authentication
methods, which are online signature and offline signature verification methods. Our project is based on offline
signatures forgery detection method .This type of signatures is handwritten on the documents and require an
image of the signature. This is why we also should consider image processing for this project. We are
referencing a few papers which implement the project using a few methods for both online and oftline signature
forgery detection methods based on deep learning models, we plan on implementing the offline methods and try
to achieve a better accuracy.

Handwritten Signatures Forgery Detection Using Pre-Trained Deep Learning Methods:

(PDF) HANDWRITTEN SIGNATURES FORGERY DETECTION USING PRE-TRAINED DEEP
LEARNING METHODS (researchgate.net)

ABSTRACT: Handwritten signature recognition (HSR) is crucial in various applications, such as document
verification, authentication, financial transactions, banking transactions, and legal agreements. However, the
prevalence of signature forgery poses a significant challenge to the integrity and security of these authentication
systems. The purpose of signature forgery detection (SFD) systems is to discriminate between genuine
signatures (by the purported person) and forged ones (by an impostor), which is a challenging task, especially in
offline scenarios that use scanned signature images for signature recognition, where dynamic information about
the signing process is not available. In recent years, pre-trained deep learning (DL) models have been widely
used in image processing tasks due to their ability to achieve high accuracy with minimal training time and
computational resources. By leveraging pre-trained models, developers can avoid starting from scratch when
training a model, which can save time. Therefore, some pre-trained DL models are used for SFD in this paper
and compared with each other. The result of implementing these methods shows that these methods have good
accuracy for SFD. The MobileNet model, in particular, shows remarkable accuracy, reaching approximately
98.44%. In addition, it offers the advantages of relatively short training time and compact model size. These
valuable features make MobileNet suitable for deploying mobile devices and embedded systems.

An integrated approach on verification of signatures using multiple classifiers (SVM and Decision Tree):
A multi-classification approach:
http://www.science-gate.com/IJAAS/2022/V911/10218331jaas202201012.html
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ABSTRACT: A signature is a handwritten representation that is commonly used to validate and recognize the
writer individually. An automated verification system is mandatory to verify the identity. The signature
essentially displays a variety of dynamics and the static characteristics differ with time and place. Many
scientists have already found different algorithms to boost the signature verification system function extraction
point. The paper is aimed at multiplying two different ways to solve the problem in digital, manual, or some
other means of verifying signatures. The various characteristics of the signature were found through the most
adequately implemented methods of machine learning (support vector and decision tree). In addition, the
characteristics were listed after measuring the effects. An experiment was performed in various language
databases. More precision was obtained from the feature.

Recent developments in pretreatment technologies on lignocellulosic biomass: Effect of key parameters,
technological improvements, and challenges:

Recent developments in pretreatment technologies on lignocellulosic biomass: Effect of key parameters

technological improvements, and challenges - ScienceDirect

ABSTRACT: Lignocellulosic biomass is an inexpensive renewable source that can be used to produce biofuels
and bioproducts. The recalcitrance nature of biomass hampers polysaccharide accessibility for enzymes and
microbes. Several pretreatment methods have been developed for the conversion of lignocellulosic biomass into
value-added products. However, these pretreatment methods also produce a wide range of secondary
compounds, which are inhibitory to enzymes and microorganisms. The selection of an effective and efficient
pretreatment method discussed in the review and its process optimization can significantly reduce the
production of inhibitory compounds and may lead to enhanced production of fermentable sugars and
biochemicals. Moreover, evolutionary and genetic engineering approaches are being used for the improvement
of microbial tolerance towards inhibitors. Advancements in pretreatment and detoxification technologies may
help to increase the productivity of lignocellulose-based biorefinery. In this review, we discuss the recent
advancements in lignocellulosic biomass pretreatment technologies and strategies for the removal of inhibitors.
Offline Handwritten Signature Verification Using Deep Neural Networks:

Offline Handwritten Signature Verification Using Deep Neural Networks | Semantic Scholar

ABSTRACT: Prior to the implementation of digitisation processes, the handwritten signature in an attendance
sheet was the preferred way to prove the presence of each student in a classroom. The method is still preferred,
for example, for short courses or places where other methods are not implemented. However, human
verification of handwritten signatures is a tedious process. The present work describes two methods for
classifying signatures in an attendance sheet as valid or not. One method based on Optical Mark Recognition is
general but determines only the presence or absence of a signature. The other method uses a multiclass
convolutional neural network inspired by the AlexNet architecture and, after training with a few pieces of
genuine training data, shows over 85% of precision and recall recognizing the author of the signatures. The use
of data augmentation and a larger number of genuine signatures ensures higher accuracy in validating the

signatures.
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Fig.1 System architecture

DATA FLOW DIAGRAM:

1. The DFD is also called as bubble chart. It is a simple graphical formalism that can be used to represent
a system in terms of input data to the system, various processing carried out on this data, and the output
data is generated by this system.

2. The data flow diagram (DFD) is one of the most important modeling tools. It is used to model the
system components. These components are the system process, the data used by the process, an
external entity that interacts with the system and the information flows in the system.

3. DFD shows how the information moves through the system and how it is modified by a series of
transformations. It is a graphical technique that depicts information flow and the transformations that
are applied as data moves from input to output.

4. DFD is also known as bubble chart. A DFD may be used to represent a system at any level of
abstraction. DFD may be partitioned into levels that represent increasing information flow and

functional detail.

IMPLEMENTATION
MODULES:

= Data exploration: using this module we will load data into system

=  Processing: Using the module we will read data for processing

= Splitting data into train & test: using this module data will be divided into train & test

= Model generation: Model building - CNN, Feature Extraction using HOG, Feature Extraction
using CNN and HOG with Feature Selection using DT with RFE, SVM, KNN, LSTM, Voting
Classifier (RF + DT)

= User signup & login: Using this module will get registration and login
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=  User input: Using this module will give input for prediction

=  Prediction: final predicted displayed

SYSTEM TESTING

System testing, also referred to as system-level tests or system-integration testing, is the process in which a
quality assurance (QA) team evaluates how the various components of an application interact together in the
full, integrated system or application. System testing verifies that an application performs tasks as designed.
This step, a kind of black box testing, focuses on the functionality of an application. System testing, for
example, might check that every kind of user input produces the intended output across the application.
Behavioral Testing:

The final stage of testing focuses on the software’s reactions to various activities rather than on the mechanisms
behind these reactions. In other words, behavioral testing, also known as black-box testing, presupposes running
numerous tests, mostly manual, to see the product from the user’s point of view. QA engineers usually have
some specific information about a business or other purposes of the software (‘the black box”) to run usability
tests, for example, and react to bugs as regular users of the product will do. Behavioral testing also may include
automation (regression tests) to eliminate human error if repetitive activities are required. For example, you may
need to fill 100 registration forms on the website to see how the product copes with such an activity, so the

automation of this test is preferable.

Black Box Testing

Input —> RGeS Output

TEST CASES:

S.NO INPUT If available If not available

1 User signup User get registered into the There is no process

application
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User sign in User get login into the application | There is no process
Enter input for prediction Prediction result displayed There is no process
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CONCLUSION

The paper's conclusion asserts that the suggested hybrid approach for extracting features in
offline signature verification systems includes CNN and HOG approaches, and is then
followed by a feature selection algorithm.Three classifiers, namely LSTM, SVM, and KNN,
were used for evaluation. Our suggested model demonstrated excellent accuracy when tested
with the UTSig dataset and the CEDAR dataset. The findings indicated that the model
performed well in terms of both performance and predictive capacity. It achieved a high level
of accuracy in distinguishing between authentic and forged signatures, even for skilled
forgeries. The research emphasizes the importance of the feature extraction step in offline
signature verification systems and proposes that enhancing the feature extraction process

might enhance the performance and predictive capabilities of these systems in the future.
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