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Abstract 

Celebrity profiling is a specialized branch of author profiling focused on identifying attributes like gender, birth 

year, fame, and occupation through textual analysis. Social media has become a platform for celebrities to share 

interests and engage with fans, but it has also led to impersonation issues. To address this, researchers are 

developing methods to verify whether texts are genuinely authored by celebrities and determine their profiling 

characteristics. In 2019, the PAN competition introduced a celebrity profiling task, challenging participants to 

predict celebrity attributes based on written texts. Researchers employed various stylistic features and machine 

learning techniques for this task. Our approach leverages word embedding techniques like Word2Vec and 

FastText to represent words as vectors, capturing semantic relationships. These word vectors were aggregated to 

create document-level representations, which were then classified using Naïve Bayes Multinomial, Support 

Vector Machine (SVM), and Random Forest algorithms. The results highlighted that combining Word2Vec with 

Random Forest achieved the highest accuracy for predicting fame and occupation, showcasing the effectiveness 

of advanced word embeddings and robust machine learning in celebrity profiling. 
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1. INTRODUCTION 

Celebrities actively use platforms like Twitter and Instagram to share opinions and personal updates, sparking 

public interest in their demographics. Celebrity Profiling is a fascinating research area focused on analyzing 

celebrity text to predict attributes like gender, fame level, occupation, and birth year. Introduced in the 2019 

PAN competition, Celebrity Profiling tasked researchers with predicting: Gender: Male, Female, Non-binary, 

Birth Year: 1940–2011, Fame Level: Rising, Star, Superstar, Occupation: Creator, Performer, Sports 

Professional, Science Professional, Manager, Religious Figure, Politician. The dataset contained 48,335 

multilingual tweets (33,836 for training and the rest for testing), offering a robust foundation for profiling 

methods. Celebrity Profiling stems from Author Profiling, introduced in PAN 2013, which analyzes text to 

predict attributes like age, gender, location, and language.  

Profiling relies on document classification, where models are trained on labeled data to categorize documents 

based on learned features. In Celebrity Profiling, the labels focus on fame, gender, birth year, and occupation. 

 

2. LITERATURE SURVEY 

Author profiling has gained prominence as an essential task in computational linguistics and machine learning, 

particularly in analyzing text to infer demographic, stylistic, and behavioral attributes. Rangel et al. (2013) [1] 

presented a comprehensive overview of the PAN 2013 Author Profiling task, emphasizing advancements in 
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profiling techniques. De-Arteaga et al. (2013) [2] contributed to this domain by leveraging corpus statistics, 

lexicons, and stylistic features for author characterization. Moreno-Sandoval et al. (2019) [3] introduced 

sociolinguistic features for celebrity profiling on Twitter during the PAN 2019 workshop. Similarly, Petrik and 

Chuda (2019) [4] employed TF-IDF-based profiling techniques, demonstrating the effectiveness of simple term 

frequency measures. Asif et al. (2019) [5] explored a word-distance approach to enhance celebrity profiling 

accuracy, while Martinc et al. (2019) [6] delved into the social trends of celebrities through Twitter analysis. 

Further innovations were proposed by Radivchev et al. (2019) [7], who applied machine learning models like 

Logistic Regression and Support Vector Machines (SVMs) for profiling. Pelzer (2019) [8] explored transfer 

learning methodologies to improve profiling accuracy. The foundational work by Mikolov et al. (2013) [9] on 

distributed word representations laid the groundwork for many modern NLP applications, including profiling. 

Bojanowski et al. (2017) [10] extended this research by incorporating subword information into word vectors, 

enriching linguistic feature extraction. Raghunadha Reddy et al. (2016) [11] proposed a novel term-weighting 

measure to enhance profile-specific document analysis, while Ali et al. (2012) [12] and Breiman (2001) [13] 

highlighted the efficacy of random forests and decision trees in machine learning tasks. Vapnik (2013) [14] 

provided a comprehensive exposition of statistical learning theory, which underpins many profiling algorithms. 

Kavuri and Kavitha (2020) [16] proposed a stylistic feature-based author profiling method, focusing on feature 

engineering. Later, Kavuri and Kavitha (2022) [17] developed a term-weight measure to improve author 

profiling accuracy. Surya et al. (2022) [18] emphasized language variety prediction using word embeddings and 

machine learning algorithms. These studies highlight the importance of feature extraction and model selection in 

author profiling tasks. The PAN 2019 website [15] serves as a valuable resource for the latest advancements in 

celebrity profiling, offering insights into ongoing research efforts. These references collectively underscore the 

evolution of author profiling methodologies and their applications in diverse contexts. 

 

3. MATERIALS AND METHODS 

Our approach leverages content-based features with a focus on informative words in text. Traditional methods 

often create document vectors directly from these words, neglecting their contextual importance. To address 

this, we utilized word embedding techniques, specifically Word2Vec and FastText, to represent words as 

contextualized vectors. Document vectors were created by aggregating the word vectors for each document. 

These vectors were then trained using Naïve Bayes Multinomial, Support Vector Machine (SVM), and 

Random Forest to predict fame and occupation of celebrity authors. By capturing semantic relationships 

between words, this method significantly improves the accuracy of celebrity profiling. 

 

Step 1: Pre-processing 

• Remove URLs, punctuation, invalid characters, and multiple whitespaces. 

• Convert text to lowercase. 

• Remove stop words. 

• Apply stemming to standardize word forms. 
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Step 2: Bag of Words (BoW) 

BoW transforms text into vectors by tokenizing words and creating a unique wordlist. 

Example: 

Corpus: 

S1: "I love rain" → [1, 1, 1, 0, 0] 

S2: "rain rain go away" → [0, 0, 2, 1, 1] 

Each word's presence or count in the sentence is represented in the vector. 

 

Step 3: Word2Vec Model 

Word2Vec generates word embeddings by learning word relationships within context windows. 

 

• CBOW (Continuous Bag of Words): Predicts a target word using the average representation of 

surrounding words. 

• Skip-Gram: Predicts surrounding words using the target word. 

 

 

Fig. 1. CBOW Model 

 

Step 4: Fast Text 

 

FastText improves Word2Vec by embedding rare and unseen words using character-level n-grams. 

Example: 

For the word "embedding" with trigrams: <em, emb, mbe, bed, ddi, din, ing, ng> FastText combines these sub-

word embeddings to represent unseen words more effectively. 
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Fig.2.Skip-Gram Model 

 

3.1. Proposed Approach for Celebrity Profiling 

 

The proposed system predicts celebrity fame and occupation using word embeddings and machine learning. 

 

1. Preprocessing: Clean text by removing punctuation, stopwords, and irrelevant data. 

2. Word Embeddings: Generate vectors using Word2Vec, GloVe, or FastText to capture semantic 

relationships. 

3. Document Representation: Aggregate word vectors to form document vectors. 

4. Model Training: Train machine learning algorithms (e.g., SVM, Random Forest) on document vectors to 

build classification models. 

5. Prediction & Evaluation: Use the models to predict fame and occupation and evaluate accuracy. 

 

 

 

Fig.3.The Proposed model 
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4. EXPERIMENTAL RESULTS 

In this experiment, the document vectors are represented with the word vectors generated by the word 

embedding techniques of Word2Vec and Fast Text. Three classifiers such as NBM, SVM and RF are used to 

train the model by using these vectors. The Table 5.3.1.1 presents the accuracies of the proposed approach for 

fame prediction. 

Table 1. The accuracies of proposed approach for Fame prediction 

 

Machine Learning 

Algorithms 

NBM SVM RF 

Word Embedding 

Techniques 

Word2Vec 47.08 60.83 88.33 

FastText 42.9 56.66 88.33 

 

In Table 1, the random forest classifier attained best accuracies for fame prediction when compared with the 

accuracies of other two classifiers such as NBM and SVM. The Word2Vec obtained good accuracies for fame 

prediction when compared with the accuracies of Fast Text technique. The random forest classifier 

withWord2Vec attained best accuracy of 88.33 for fame prediction. 

 

Table 2. presents the accuracies of the proposed approach for occupation prediction. 

 

Machine Learning 

Algorithms/ Word 

Embedding 

Techniques 

NBM SVM RF 

Word2Vec 90.4 90.8 99.1 

FastText 79.58 85.4 97.5 

 

In Table 2, the random forest classifier attained best accuracies for occupation prediction when compared with 

the accuracies of other two classifiers such as NBM and SVM. The Word2Vec obtained good accuracies for 

occupation prediction when compared with the accuracies of Fast Text technique. The random forest classifier 

with Word2Vec attained best accuracy of 99.1 for occupation prediction.  

 

5. CONCLUSION 

Celebrity profiling, a subset of author profiling, involves predicting demographic traits such as gender, fame, birth 

year, and occupation by analyzing textual data. This study focuses on the 2019 PAN Competition task for celebrity 

profiling. We proposed a word embedding-based approach using Word2Vec and FastText to represent text as 

document vectors. These vectors were evaluated using three machine learning algorithms: Naïve Bayes 
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Multinomial, SVM, and Random Forest. The Random Forest classifier with Word2Vec achieved the highest 

accuracies, 88.33% for fame prediction and 99.1% for occupation prediction, demonstrating the effectiveness of 

the approach. 
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