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Abstract 

The abstract states that IoT in healthcare is rapidly advancing, enhancing patient care through 

remote monitoring and automated diagnosis. However, these systems face security threats 

such as brute force attacks, spoofing, DDoS attacks, and data manipulation, which can 

compromise patient data and system performance. To address these challenges, the project 

proposes a hybrid deep learning model that integrates CNN for feature extraction, LSTM for 

sequence pattern detection, and Autoencoders for recognizing abnormal behaviors. This 

model enhances detection accuracy, reduces false alerts, and ensures a faster response to 

threats. The model is tested on IoT healthcare datasets and effectively detects threats like 

malware injection, unauthorized access, and network intrusions, thereby improving security 

and ensuring reliable healthcare data protection. 

Keywords: IoT Networks, Healthcare, Anomaly Detection, Deep Learning, CNN, LSTM, 

Cyber threats, Data manipulation.

I. Introduction 

The Internet of Things (IoT) is changing healthcare by connecting medical devices, 

sensors, and monitoring systems together. This technology helps doctors and hospitals collect 

patient information in real-time, allowing for faster and better decision-making. Smart 

devices like wearable health trackers, remote patient monitors, and automated alert systems 

have made it easier to detect health problems early and provide personalized care. However, 

as more devices get connected, healthcare networks face serious risks. Cyberattacks like data 

manipulation, device spoofing, and DDoS attacks can harm patients by giving wrong 

medical readings, thus, strong security systems are needed to protect patient data and ensure 

that devices work reliably. In this project, we propose a hybrid deep learning model that 

improves the detection of security threats in healthcare IoT networks, making healthcare 

smarter, safer, and more reliable. 

Role of IoT in Healthcare 

IoT technology has made healthcare more effective by allowing continuous tracking of 

patients’ health without needing them to be in the hospital. Wearable sensors can measure 

vital signs like heart rate, oxygen level, and blood pressure. Doctors can monitor patients 

from anywhere,Hospitals also benefit from IoT by creating smart hospitals where devices 
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manage equipment, track medicines, and optimize patient care. This reduces human errors, 

saves time, and ensures that healthcare services are more efficient and patient-friendly. 

B. Importance of Anomaly Detection 

In healthcare, even a small mistake can be dangerous. If a patient's vital signs 

suddenly change, or if a device is hacked or sends wrong data, it can put the patient’s life at 

risk. 

Anomaly detection is the process of finding unusual activities or patterns that do not match 

normal behavior. It helps in spotting early signs of cyberattacks, device failures, or patient 

emergencies. Real-time anomaly detection makes sure that problems are found immediately, 

so healthcare staff can act quickly to fix them. This improves patient safety, keeps healthcare 

services running smoothly, and protects sensitive medical information. 

C. Challenges in IoT-Based Healthcare 

While IoT brings many benefits, it also comes with big challenges: 

• Security Risks: Many IoT devices have weak security and can be attacked easily. 

• Different Standards: Devices from different companies may not work together 

properly, causing communication problems (interoperability issues). 

• Big Data Management: Healthcare IoT produces a massive amount of data every 

day. Handling, storing, and analyzing this data quickly and securely is very difficult. 

• Resource Limitations: Most IoT devices have low computing power and battery life, 

so heavy security solutions cannot be used on them. Because of these challenges, 

smarter, faster, and lightweight security systems are urgently needed. 

D. Motivation 

The main motivation behind this project is to make healthcare IoT systems safer and 

smarter. With the growing number of cyberattacks targeting healthcare, there is an urgent 

need for real-time, accurate, and lightweight anomaly detection systems. Our hybrid deep 

learning model, combining CNN, LSTM, and Autoencoders, is designed to meet these 

needs by detecting both known and unknown threats with high accuracy and fewer false 

alarms. 

By doing this, we aim to protect patient lives, maintain trust in healthcare systems, and 

support the safe growth of IoT technology in the medical field. 

 

II. Modules 

 

A. Convolutional Neural Network (CNN) 

 

Purpose in Hybrid Architecture: 
Convolutional Neural Networks (CNNs) are primarily used to capture spatial 

relationships in data. In the context of network traffic analysis, spatial features may refer to 

relationships between various packet attributes such as source IP, destination IP, protocol 
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type, and port numbers. CNNs, originally designed for image recognition, are highly effective 

in extracting local features due to their convolutional and pooling operations. 

 
The proposed model uses a 1D CNN layer to process sequential network flow features. This 

configuration involves: 

• Convolutional filters that slide over the input vectors representing traffic flows. 

• ReLU (Rectified Linear Unit) activation functions to introduce non-linearity. 

• MaxPooling to reduce the spatial dimension and focus on dominant features. 

Mathematically, the output of a 1D convolution operation for a given filter 

𝑓f and input sequence 

 
where , 

k is the kernel size, and 

b is the bias term. 

 

This representation ensures that the model captures significant spatial relationships within the 

network packets, which are then passed to the LSTM for temporal processing 

 

 

B.Long Short-Term Memory (LSTM) 

Purpose in Hybrid Architecture: 
LSTM networks are specialized Recurrent Neural Networks (RNNs) designed to 

handle long-range dependencies in sequential data. Network traffic inherently contains 

temporal dependencies—certain attacks like DDoS or brute force attacks unfold over time 

and are better captured using sequential models. 

 

Architectural Description: 
The LSTM block in the proposed model processes the output from the CNN or 

directly ingests sequential traffic feature vectors. It consists of memory cells, input gates, 

output gates, and forget gates, which collectively manage the flow of information across time 

steps. 

 

Each LSTM unit follows the equations: 
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This gating mechanism allows the LSTM to preserve relevant features and discard irrelevant 

information, making it suitable for capturing evolving attack patterns over time. 

C. Autoencoder 

Purpose in Hybrid Architecture: 

Autoencoders are unsupervised neural networks used for feature learning and 

anomaly detection. They are particularly effective in modeling the normal behavior of 

network traffic. Any significant deviation from this normal behavior, measured by 

reconstruction loss, is flagged as an anomaly. 

Architectural Description: 
An autoencoder consists of two symmetric parts: 

Encoder: Compresses the input into a lower-dimensional latent space. 

Decoder: Attempts to reconstruct the input from the encoded representation. 

 

This error serves as an anomaly score. Higher values indicate anomalous patterns not seen 

during training. 

Fusion and Classification Layer 
The outputs from the CNN-LSTM stream and the Autoencoder branch are 

concatenated to form a comprehensive feature vector. This vector is passed through: 

One or more fully connected layers to learn complex interactions, 

A final Soft max layer that performs classification between normal and anomalous traffic 

instances. 

This ensemble structure enhances the model’s ability to detect known and unknown threats 

by combining spatial, temporal, and statistical perspectives. 
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III. Literature Survey 

This paper used HMM and SVM for real-time anomaly detection in healthcare IoT 

and achieved 98.66% accuracy. The method works well but depends on fixed data parts and 

manual features, which makes it less flexible [1]. This study reviewed 44 research works and 

found that deep learning methods like CNN and LSTM help in disease prediction and health 

monitoring. However, most models need large datasets, high computing power, and are hard 

to understand [2]. This paper introduced a fog computing and blockchain-based system with a 

swarm optimization algorithm. It achieved 99.7% accuracy with low energy use but may not 

work well with many IoT devices due to its complexity [3]. This work applied machine 

learning models (like Random Forest and DNN) on the CIC IoT dataset. It gave 99.55% 

accuracy but had issues with detecting spoofing attacks and needed more real-world testing 

[4]. This paper used a hybrid deep learning model with SVM for smart hospital IoT. It 

reduced false alarms and worked fast, but had problems with high false positives and did not 

perform well on large IoT networks [5]. 

IV. Future Scope 

Looking ahead, there is significant potential to advance the field of IoT security in 

healthcare. Developing high-quality, annotated datasets specifically for healthcare IoT 

scenarios would significantly enhance the training and evaluation of threat detection models. 

Future systems must focus on achieving real-time, low-latency processing to ensure timely 

responses without overwhelming computational resources. There is a growing need for 

adaptive and generalizable security models capable of detecting new and unknown threats 

with minimal human intervention. Addressing the issues of false positives and false negatives 

through more accurate detection algorithms will also be critical for building trust in these 

systems. Furthermore, enhancing the explainability and interpretability of threat detection 
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models will be essential for gaining acceptance among healthcare practitioners, who require 

understandable and actionable insights. By addressing these research gaps, future solutions 

can create more resilient, efficient, and reliable healthcare IoT environments. 

V. Algorithm: 

1.  Collect Dataset 

• Use an IoT healthcare dataset (e.g., CICIoT, CICIDS2017). 

• Ensure the dataset has both normal and attack data. 

2.  Preprocess Data 

• Clean the data (remove missing values). 

• Normalize the values. 

• Extract useful features. 

3.  Build CNN Model 

• Apply Convolutional Neural Networks to extract spatial features from the data. 

4. Add LSTM Layer 

• Use Long Short-Term Memory (LSTM) to learn time-based patterns. 

5.  Use Autoencoder 

• Apply an Autoencoder to detect anomalies by comparing input and reconstructed 

output. 

6. Train the Model 

• Use the preprocessed data to train the hybrid CNN-LSTM-Autoencoder model. 

7. Evaluate the Model 

• Check model performance using Accuracy, Precision, Recall, F1-Score, and 

Confusion Matrix. 

8.  Detect Anomalies 

• Use the trained model to detect attacks like spoofing, DDoS, and unauthorized access 

in real time 

VI.Result: 
 Precision, recall , f1-score 
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Sample Dataset: 

 

Accuracy: 
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Confusion Matrix: 

 

VII. Conclusion 

The security of healthcare IoT systems is of critical importance as these technologies 

become more deeply embedded in patient care and medical operations. Current threat 

detection mechanisms face several limitations, including high false alarm rates, poor 

adaptability to emerging threats, inefficiencies in large-scale deployments, and high 

computational demands that limit their use in low-power devices. These challenges highlight 

the urgent need for more advanced, efficient, and reliable security solutions. Addressing real-

time processing demands, improving model adaptability, and ensuring better accuracy in 

threat detection will play a crucial role in strengthening healthcare IoT systems. Furthermore, 

building models that are interpretable and explainable will be vital for their adoption in 

clinical environments. Overall, with focused research and technological innovation, it is 

possible to create healthcare IoT ecosystems that are not only smart and efficient but also 

resilient against evolving cyber security threats. 
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