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Abstract: Nowadays, digital images are a main source 

of shared information in social media. Meanwhile, 

malicious software can forge such images for fake 

information. So, it’s crucial to identify these forgeries. 

This problem was tackled in the literature by various 

digital image forgery detection techniques. But most of 

these techniques are tied to detecting only one type of 

forgery, such as image splicing or copy-move that is not 

applied in real life. This paper proposes an approach, to 

enhance digital image forgery detection using deep 

learning techniques via CNN to uncover two types of 

image forgery at the same time, The proposed technique 

relies on discovering the compressed quality of the 

forged area, which normally differs from the 

compressed quality of the rest of the image. A deep 

learning-based model is proposed to detect forgery in 

digital images, by calculating the difference between the 

original image and its compressed version, to produce a 

featured image as an input to the pre-trained model to 

train the model after removing its classifier and adding 

a new fine-tuned classifier. A comparison between eight 

different pre-trained models adapted for binary 

classification is done. The experimental results show 

that applying the technique using the adapted eight 

different pre-trained models outperforms the state-of-

the-art methods after comparing it with the resulting 

evaluation metrics, charts, and graphs. Moreover, the 

results show that using the technique with the pre-

trained model MobileNetV2 has the highest detection 

accuracy rate (around 95%) with fewer training 

parameters, leading to faster training time.  

INDEX TERMS: image compression, image forgery 

detection (IFD), pretrained model, CNN 

I. INTRODUCTION 

1.1 Aim and Purpose 

The aim of this research is to enhance digital image 

forgery detection by leveraging CNN, a powerful 

machine learning technique. The purpose is to 

improve the accuracy, efficiency, and robustness of 

forgery detection methods, especially in the context 

of increasingly sophisticated image manipulation 

techniques. By utilizing pre-trained deep learning 

models, the study seeks to reduce the need for large 

labeled datasets and computational resources, while 

achieving high detection performance for both 

copy-move and image splicing forgeries. 

With the rapid advancement of image 

editing tools and technologies, digital image 

forgeries have become increasingly difficult to 

detect. From copy-move forgeries, where portions 

of an image are copied and repositioned, to 

splicing forgeries, where multiple images are 

merged into one, image forensics is facing a 

growing challenge. Detecting such manipulations is 

crucial, especially in areas like law enforcement, 

journalism, and digital security, where authenticity 

is paramount. 

Traditional image forgery detection 

methods often rely on handcrafted features or 

simple machine learning models, which can 

struggle with complex manipulations and lack 

generalization across different image types. In 

contrast, deep learning methods, especially 

convolutional neural networks (CNNs), have 

demonstrated impressive capabilities in image 

analysis tasks, including forgery detection. 

However, training CNNs from scratch requires vast 

amounts of labeled data and significant 

computational power, which is often impractical. 

Transfer learning addresses these limitations by 

leveraging pre-trained models that have already 

learned robust feature representations from large 

datasets. These models can be fine-tuned on 

smaller datasets, improving detection accuracy and 

reducing the need for extensive training data. In the 

context of digital image forgery detection, transfer 

learning has the potential to significantly enhance 

detection performance, especially when dealing 

with real-world forgeries, which may vary in their 

manipulation techniques. 
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This research aims to harness the power of CNN to 

enhance digital image forgery detection, providing 

a more efficient and accurate solution to the 

growing problem of digital image manipulation. By 

combining deep learning with transfer learning, the 

goal is to push the boundaries of what is currently 

achievable in the field of image forensics. 

The tampering of a digital image is called 

digital image forgery, these forged images cannot 

be detected by the naked eye. Such images are the 

primary sources of spreading fake news and 

misleading information in the context of society 

with the aid of diverse social media platforms like 

Facebook, Twitter, etc. [1]. The editing software 

tools that can make these forgeries are available for 

free with some advanced features that are used for 

image tampering such as GNU, GIMP, and Adobe 

Photoshop [2]. Such forgeries can be detected using 

digital image forgery algorithms and techniques, 

these algorithms are used in The associate editor 

coordinating the review of this manuscript and 

approving it for publication was Rajeeb Dey . 

image security especially when the original content 

is not available [3].  

Digital image forgery means adding 

unusual patterns to the original images that create a 

heterogeneous variation in image properties and an 

unusual distribution of image features[3]. Figure 1 

shows the classification of digital image forgery. 

Active approaches require essential information 

about the image for the verification process. The 

inserted information within the picture is employed 

to observe the modification in that picture. The 

active approach consists of two types: digital 

signatures which insert some additional data 

obtained from an image by the end of the 

acquisition process, and digital watermarking 

which is inserted into images either during the 

acquisition phase or during the processing phase. 

The passive image forgery detection 

methods benefit from the features retained by the 

image allocation processes achieved in different 

stages of digital image acquisition and storage. 

Passive methodologies do not require past 

information about the image. These approaches 

exploit that the tampering actions modify the 

contents of information of the image that can 

facilitate tampering detection [4].  

Copy move forgery involves duplicating a 

section or object within an image and pasting it 

again in a different location within the same image 

to replicate (or move) a specific scene in the image. 

Copy-move forgery is the most common technique 

used to manipulate images, it is also the most 

challenging type of forgery to detect due to the 

complexity of copying and replicating an object or 

section of the image with identical properties and 

feature distributions and pasting it within the same 

image [3].  

some post-processing techniques can be 

added after CMF processes such as rotation, 

scaling, JPEG compression, etc. which makes the 

detection further difficult and complex [2]. Splicing 

forgery can be generated by adding or blending two 

images or set of images to produce an 

unprecedented image [3]. The source images used 

to generate a spliced image may include dissimilar 

color temperatures, illumination conditions, and 

noise levels based on various factors. Average 

filtering or some other related image processing 

operation can be applied as postprocessing like 

resizing, cropping, rotating, and retouching each of 

the source images to match the visual attributes, 

shape, and size of the target image so that the 

forged image can look realistic [5]. 

II. LITEARTURE SURVEY  

A. DEEP NEURAL NETWORK-

BASED IMAGE FORGERY DETECTION 

TECHNIQUES DNNs can autonomously learn an 

extensive number of features. Over the past few 

years, a variety of image forgery detection methods 

have been proposed, for detecting image forgery, 

where many of which relied on deep learning [5]. 

By constructing an appropriate neural network, 

deep learning networks can identify complex 

hidden patterns in data and effectively distinguish 

the forged parts from the original image [9]. Deep 

learning technique has proven to be effective in 

resolving many activities or issues that machine 

learning algorithms were previously unable to 

address [8]. 

 When considering splicing detection, a 

scheme was proposed in [10] based on the local 

feature descriptor which is learned by a DNN. An 

improved initialization based on the (SRM) was 

proposed and developed a splicing localization 

scheme based on the proposed CNN model and 

fully connected conditional random field (CRF) 

with SVM which is robust against JPEG 

compression.  
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TABLE 1. Summary of deep learning-based image 

forgery detection techniques. 

In [11], a (CNN) model was developed 

using a relatively small number of parameters that 

can be used as an on-time detection model. For 

splicing and copy-move separately, an end-to-end 

fully CNN that combines multi-resolution hybrid 

features, from RGB and noise streams was 

introduced in [12], where a tamper-guided dual 

self-attention (TDSA) module was designed to 

capture the difference between tampered and non-

tampered areas and segments them from the image. 

A proposed hybrid features and semantic 

reinforcement network (HFSRNet) for IFD at the 

pixel level was proposed in [13], where the 

network employs an encoding and decoding 

approach and utilizes Long-Short Term Memory 

(LSTM) technology.  

For copy move, [14] introduced a copy-

move forgery detection and localization model 

based on super boundaryto-pixel direction (super-

BPD) segmentation and deep CNN (DCNN). 

Starting with employing the segmentation 

technique that is used to enhance the connection 

among identical image blocks, thereby improving 

the accuracy of forgery detection, the DCNN is 

used to extract image features, ending by using 

image BPD information to optimize the edges of 

the rough detected image and obtain the final 

detected image. 

 [15] developed a deep learning CNN 

model which used multi-scale input and multiple 

stages of convolutional layers, with two different 

parts, encoder, and decoder. In [16], a simple and 

lightweight convolutional neural network (CNN) 

has been proposed for the automatic detection of 

copy-move forgery detection, which has a high 

detection accuracy rate. For copy-move and 

splicing together, [9] used a new image 

segmentation model U-Net by adding L2 

regularization.  

Reference [17] introduced a system for 

IFD using double image compression, in which the 

difference between an original image and 

recompressed one was used in training the model, 

the method is capable of detecting both image 

splicing and copy-move together.  

B. PRETRAINED NETWORK-BASED 

IMAGE FORGERY DETECTION 

TECHNIQUES Different IFD techniques based on 

transfer learning will be discussed in this section. 

For splicing, [18] presented multiple image-

splicing forgeries using Mask R-CNN and 

MobileNetV1 backbone. A novel approach utilizing 

ResNet50v2 was introduced in [19], that 

considered image batches as an input and used 

YOLO CNN weights with ResNet50v2 

architecture. For splicing and copy-move 

separately, [20] proposed a multi-task learning 

network called FBI-Net based on (DCT).  

The network employs a fully 

convolutional encoder-decoder architecture, and 

the Dilated Frequency Self-Attention Module 

(DFSAM) in the bridge layer adjusts fused features. 

Reference [21] introduced a lightweight model 

using mask R-CNN with MobileNet to detect copy-

move and imagesplicing forgeries. For copy move, 

[22] used SmallerVGGNet and MobileNetV2, 

time- and memory-saving deep learning models. In 

[23] an Optimal Deep Transfer Learning based 

Copy Move Forgery Detection (ODTLCMFD) 

technique was presented that derived a DL model 

for the classification of target images and then 

localized the copy moved regions.  

They used the MobileNet model with a 

political optimizer (PO) for feature extraction and 

the least square support vector machine (LS-SVM) 

model with an enhanced bird swarm algorithm 

(EBSA) for classification. They utilized the EBSA 

algorithm to modify the parameters in the 

Multiclass Support Vector Machine (MSVM) 

technique to enhance the classification 

performance. Reference [24] provided an 

automated deep learning-based fusion model for 

detecting and localizing copy-move forgeries 

(DLFM-CMDFC), that combined models of 

generative adversarial networks (GANs) and 

densely connected networks (DenseNet). The two 

outputs were merged in the DLFM-CMDFC 

technique to create a layer for encoding the input 

vectors with the first layer of an extreme learning 

machine (ELM) classifier.  

III. PROPOSED METHOD  

The proposed approach considers the fact 

shown in [17], that copying a part of an image from 

one to another may impose some changes in the 

image properties due to the different sources of the 
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images. Although these changes may not be 

detectable to the human eye, they can be detected 

by CNNs in manipulated images. The proposed 

model aims to avoid all of the forementioned 

drawbacks, by adapting the idea of calculating the 

difference in compression qualities to produce the 

featured image as an input to a deep neural network 

with the assistance of a pretrained model to benefit 

from the power of transfer learning. As a result, the 

evaluation matrix will be improved including the 

accuracy rate that will get better than that which 

was recorded when using CNN in [17]. 

 This will be elaborated and discussed in 

the following section. In a forged image, if the 

image is compressed, the forged section of the 

image will be compressed differently than the rest 

of the image. This is because the source of the 

original image differs from the source of the forged 

section. When analyzing the difference between the 

original image and its compressed version, the 

forgery component becomes more distinguished. 

Therefore, this aspect can be utilize 

 

FIGURE 2. Set of images created in the proposed 

work. 

The set of images created in the proposed work can 

be shown in Figure 2. The first image, (a) 

represents the original image without forgery, (b) 

represents the forged image that is denoted as F, (c) 

represents the compressed version of (b) that is 

denoted as Fcomp, (d) represents the mathematical 

difference between F and Fcomp denoted as Fdiff. 

In the proposed model, the preprocessing 

phase starts with the forged image (input image), 

denoted as F, as shown in Figure 3, which is 

compressed to get a compressed version of the 

input image, denoted as Fcomp. The difference 

between the forged image and its compressed 

version is then calculated by mathematical 

subtraction, denoted as (Fdiff), as shown in 

Equation (1). Fdiff = F − −Fcomp (1) As a result, 

the forged part of the image appears in (Fdiff) due 

to the difference between the source of the forged 

and original parts. Fdiff is then reshaped to 160 × 

160 pixels to fit as an input feature image for 

training a pre-trained model (M), which is then 

used to classify images as forged or authentic.  

Figure 3 shows the overall architecture of 

the proposed system. In Figure 3, the pre-trained 

model, shown as block (M), is used to extract 

features from input images (Fdiff) and classify 

them as authentic images or forged images. In this 

block ( pre-trained model), eight different pre-

trained models are considered (one at a time) 

namely, VGG16 [27], VGG19 [28], ResNet [29], 

DenseNet [30], Xception [31], and MobileNet [32] 

for fine training with input images (Fdiff), to 

nominate the model with the best performance 

among them. Each model of the forementioned 

eight pre-trained models has its own architecture 

which consists of a set of convolutional layers with 

activation functions and ends with a set of fully 

connected layers that can classify up to 1000 

classes of images.  

So, each model architecture has to be 

modified to fit the binary classification problem 

with only two classes (authentic or forged images) 

as in the case of image forgery detection problems. 

Therefore, the native fully connected layers in each 

model are replaced with a new set of fully 

connected classification layers able to handle the 

binary classification problem at hand. The 

convolutional layers in every model should remain 

untouched since they contain all the trainable 

parameters used in transfer learning. Figure 4 

shows the detailed architecture of the proposed 

model classifier with the newly added layers. After 

removing the fully connected layers of the pre-

trained model, a flatten layer is added to convert 

the input data, which is typically a multi-

dimensional array, into a one-dimensional vector 

that can be fed to the next layers.  

The next two (new) layers are fully 

connected layers added with the ReLU activation 

function. The two layers have 1024 and 256 

neurons, respectively. After each layer, a dropout 

0.5 was added to prevent overfitting by randomly 

dropping out (setting to zero) about 50% of the 
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output values of the previous layer will be 

randomly set to zero during the training phase. The 

last fully connected layer with a sigmoid activation 

function is added, which is the common activation 

function used in binary classification problems. 

 

 

FIGURE 3. Flowchart of the proposed system 

(System Architecture). 

IV. RESULTS  

 

In social media images are one of the major sources 

to spread useful information but some malicious 

users will utilize advance tools to generate forge 

image which can spread wrong message in the 

social media. To fight against such forgery many 

existing algorithms like slicing and copy move are 

introduced but their detection accuracy is not 

accurate. 

To overcome from existing drawbacks author of 

this paper introducing novel concept called 

Transfer Learning based Forgery detection. Propose 

model compute difference between original and 

compress image to generate new image and this 

new image features will get trained with pre-trained 

models to detect forgery. In propose paper author 

has used 8 different pre-trained models such as 

DenseNet121, Resnet50, VGG19, MobileNetV2 

and many more. Among all algorithms 

MobileNetV2 got highest accuracy with least 

training parameters. 

In below screen showing python code to calculate 

compress and difference image called ELA image. 

 

In above screen read red colour comments to 

calculate difference image called ELA image. Each 

ELA features will be input to pre-train models to 

train algorithms. In below screen showing 

MobileNetV2 code getting trained on ELA features 

and to this MobileNetV2 algorithm we are adding 

extra layers 

 

In above screen showing mobilenetv2 code 

utilizing as transfer learning to train forge detection 

model. 

Note: training all 8 models along with existing 

CNN algorithm is difficult so we have trained 

MobileNetV2, VGG19, DenseNet121 and existing 

CNN. 

To implement this project we have designed 

following modules 

1) User Login: user can login to system using 

username and password as admin and 

admin. 

2) Load & Process Dataset: after login user 

can run this module to load and process 

dataset and then split dataset images into 

train and test where application using 80% 

images for training and 20% for testing 

3) Train Pre-Train Models: 80% training 

images will be input to all algorithms to 

train a model and this model will be 

applied on 20% test images to calculate 

prediction accuracy and other metrics 
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4) Forgery Detection: using this module user 

can upload test image and then application 

extract ELA features and input to 

MobileNetV2 algorithm to detect as Forge 

or authentic image. 

SCREEN SHOTS 

To run project install python 3.10 and then install 

all packages given in requirements.txt file and then 

double click on ‘runServer.bat’ file to start python 

server and get below page 

 

In above screen python server started and now open 

browser and then enter URL as 

http://127.0.0.1:8000/index.html and then press 

enter key to get below page 

 

In above screen click on ‘User Login Here’ link to 

get below page 

 

In above screen user is login by entering username 

and password as ‘admin and admin’ and then press 

button to get below page 

 

In above screen click on ‘Load & Process Dataset’ 

link to get below page 

 

In above screen dataset loaded and can see total 

images loaded from dataset along with training and 

testing size and now click on ‘Train Pre-Train 

Models’ link to train models and get below page 

 

In above screen in tabular format can see accuracy 

and precision, recall and FSCORE of all algorithms 

and in graph x-axis represents algorithm names and 

y-axis represents accuracy and other metrics in 

different colour bars and in all algorithms 

MobileNetV2 got high performance. Now click on 

‘Forgery Detection’ link to get below page 

http://127.0.0.1:8000/index.html


 ISSN 2277-2685 

IJESR/April-June. 2025/ Vol-15/Issue-2s/570-577 

                                      Vegesna Naga Rishita Varma et. al., / International Journal of Engineering & Science Research 

576 
 

 

In above screen selecting and uploading test image 

from ‘test Images’ folder and then click on ‘Open 

and submit’ button to get below MobileNetV2 

detection output 

 

In above screen first image is the original image 

and second image is the difference computed image 

and then MobileNetV2 predicted as ‘Forge Image’. 

Similarly you can upload and test other images. 

Below showing another example 

 

In above screen uploading another image and 

below is the output 

 

In above screen loaded image predicted as 

‘Authentic image’. Similarly you van test any 

image. 

 

V. CONCLUSION 

In the proposed model, the preprocessing phase 

starts with the forged image (input image), denoted 

as F, as shown in Figure 3, which is compressed to 

get a compressed version of the input image, 

denoted as Fcomp. The difference between the 

forged image and its compressed version is then 

calculated by mathematical subtraction, denoted as 

(Fdiff), as shown in Equation (1). Fdiff = F − 

−Fcomp (1) As a result, the forged part of the 

image appears in (Fdiff) due to the difference 

between the source of the forged and original parts. 

Fdiff is then reshaped to 160 × 160 pixels to fit as 

an input feature image for training a pre-trained 

model (M), which is then used to classify images as 

forged or authentic. Figure 3 shows the overall 

architecture of the proposed system. In Figure 3, 

the pre-trained model, shown as block (M), is used 

to extract features from input images (Fdiff) and 

classify them as authentic images or forged images. 

In this block ( pre-trained model), eight different 

pre-trained models are considered (one at a time) 

namely, VGG16 [27], VGG19 [28], ResNet [29], 

DenseNet [30], Xception [31], and MobileNet [32] 

for fine training with input images (Fdiff), to 

nominate the model with the best performance 

among them. Each model of the forementioned 

eight pre-trained models has its own architecture 

which consists of a set of convolutional layers with 

activation functions and ends with a set of fully 

connected layers that can classify up to 1000 

classes of images. So, each model architecture has 

to be modified to fit the binary classification 

problem with only two classes (authentic or forged 

images) as in the case of image forgery detection 

problems. Therefore, the native fully connected 

layers in each model are replaced with a new set of 

fully connected classification layers able to handle 

the binary classification problem at hand. The 

convolutional layers in every model should remain 

untouched since they contain all the trainable 

parameters used in transfer learning. Figure 4 

shows the detailed architecture of the proposed 

model classifier with the newly added layers. After 

removing the fully connected layers of the pre-

trained model, a flatten layer is added to convert 

the input data, which is typically a multi-

dimensional array, into a one-dimensional vector 

that can be fed to the next layers. The next two 

(new) layers are fully connected layers added with 
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the ReLU activation function. The two layers have 

1024 and 256 neurons, respectively. After each 

layer, a dropout 0.5 was added to prevent 

overfitting by randomly dropping out (setting to 

zero) about 50% of the output values of the 

previous layer will be randomly set to zero during 

the training phase. The last fully connected layer 

with a sigmoid activation function is added, which 

is the common activation function used in binary 

classification problems. localization. The 

combination of the proposed approach with other 

known image localization techniques will improve 

the accuracy, but it may increase the time 

complexity so it will need more improvement. The 

detection of forged videos that may be created by 

merging several videos is an incredibly challenging 

task. 
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