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Generating Synthetic Images from Text using RNN and CNN 

 

 

 

Abstract: A method called content-to-picture creation 

aims to generate lifelike images that match text 

descriptions. These visuals find use in tasks like photo 

editing. Advanced neural networks like GANs have 

shown promise in this field. Key considerations include 

making the images look real and ensuring they match 

the provided text accurately. Despite recent progress, 

achieving both realism and content consistency remains 

challenging. To tackle this, a new model called Bridge 

GAN is introduced, which creates a bridge between text 

and images. By combining Bridge GAN with a char 

CNN – RNN model, the system produces images with 

high content consistency, surpassing previous methods. 

In these paper we used we have used FLICKER TEXT 

and IMAGE dataset. Proposed model performs better 

than state of art techniques.  

Keywords:  GAN, CNN, RNN, BI-LSTM. 

I. INTRODUCTION  

This project aims to create synthetic images 

from textual descriptions using a combination of 

RNN and CNN. RNNs are used to process 

sequential data from text descriptions, capturing 

contextual information, while CNNs are employed 

to extract features from images. By integrating both 

RNN and CNN architectures, we aim to generate 

visually coherent images that correspond to the 

provided textual descriptions.  

Generating synthetic images from textual 

descriptions has emerged as an intriguing area of 

research at the intersection of computer vision and 

NLP. This project delves into the exciting realm of 

creating visual content directly from textual input 

using advanced machine learning techniques. 

Leveraging the power of RNN and CNN we aim to 

develop a robust system capable of translating 

textual descriptions into corresponding realistic 

images. 

The objective of this project is to develop a 

system capable of generating synthetic images from 

textual descriptions using a CNN and RNN,  

• Implementing an architecture that 

combines RNN and CNN algorithms to 

process textual descriptions and extract 

image features effectively. 

• Training the model to learn the mapping 

between text and corresponding image 

features, enabling it to generate synthetic 

images based on textual input. 

• Ensuring that the generated images are 

visually coherent and semantically 

relevant to the provided textual 

descriptions. 

• Evaluating the performance of the model 

through quantitative metrics and 

qualitative assessments to measure the 

accuracy and quality of the generated 

images. 

Generating synthetic images from text using 

RNN and CNN involves leveraging both RNN and 

CNN architectures to translate textual descriptions 

into corresponding images. RNNs are adept at 

processing sequential data, making them suitable 

for handling text inputs, while CNNs excel at 

extracting features from images. By combining 

these two architectures, the model can effectively 

learn the relationship between textual descriptions 

and visual representations, ultimately producing 

synthetic images that align with the provided text. 

In this project as per your instructions we have 

utilized CNN and Bi-LSTM algorithms to generate 

images from text. CNN layers utilized to extract 

features from images and then Bi-LSTM utilized to 

extract features from text and then both layers will 

get trained using sigmoid activation function. BI-

LSTM will take text as input and then feed to CNN 

layer which is responsible to generate images as per 

text features. 

Normally GAN algorithms consider best for 

text to image generation but we are using CNN and 

RNN based algorithm so its predicted image will be 

wrong for few questions. 

The ability to generate synthetic images from 

text holds immense potential across various 

domains, including content creation, virtual 

environments, and visual storytelling. By 

harnessing the synergy between RNNs, designed to 

comprehend sequential data like textual 
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descriptions, and CNNs, adept at extracting 

features from images, we strive to bridge the 

semantic gap between language and vision. 

This project not only seeks to advance the 

state-of-the-art in text-to-image synthesis but also 

explores the broader implications of such 

technology in enhancing human-computer 

interaction and multimedia content generation. 

Through meticulous experimentation and 

innovative model architectures, we aim to push the 

boundaries of what is possible in generating 

synthetic images from textual descriptions, opening 

up new avenues for creativity and expression in the 

digital realm. 

II. LITERATURE SURVEY  

Generative adversarial networks have made it 

more and more common to create images from text 

descriptions in recent years. Even if visual realism 

and diversity have advanced significantly, there are 

still issues to be resolved, like producing high-

resolution photos with numerous objects and 

developing reliable evaluation measures that are in 

line with human judgement. This paper presents a 

taxonomy based on supervision levels and reviews 

the state of the art in adversarial text-to-image 

synthesis models over the last five years. We also 

address current limitations in evaluation methods 

and suggest areas for future research, including 

dataset improvement and architectural 

enhancements, aiming to propel the field forward. 

[1]  

 

Recent advances in text-to-image synthesis 

have been made possible by Generative Adversarial 

Networks (GAN). However, a significant amount 

of labour- and time-intensive human-labeled 

image-text data is typically needed for GAN model 

training. In this research, we present a novel 

method to train an unsupervised text-to-image 

synthesis model without requiring human-labeled 

input. We construct fake image-text pairs by 

bridging independent sets of words and images 

using visual concepts. In order to ensure that the 

generated images faithfully portray actual local 

visual concepts while suppressing noise concepts 

from the pseudo sentences, we offer a novel visual 

concept discrimination loss to train both the 

discriminator and the generator.  Our experimental 

results show that, in comparison to certain existing 

models trained using supervised methods, our 

unsupervised training strategy effectively creates 

high-quality images corresponding to provided 

phrases [2]  

 

Text-to-image synthesis, the process of 

generating images from text descriptions, poses a 

significant challenge in both NLP and Computer 

Vision fields. While humans effortlessly visualize 

images from textual descriptions, achieving the 

same with machines is complex. This technique 

holds promise in various domains such as medical 

imaging and fashion designing, where obtaining 

specific images is difficult. Generative Adversarial 

Networks (GANs) have revolutionized text-to-

image synthesis, leading to significant 

advancements in the field. This paper provides an 

overview of recent models in text-to-image 

synthesis, discussing evaluation metrics, datasets, 

challenges, and future research directions. [3] 

Text-to-image synthesis converts text 

descriptions into corresponding images, widely 

used in graphic design and image editing. 

Nevertheless, existing ones suffer from 

overconfidence and training instability problems, 

and they have trouble producing visually realistic 

images. This study suggests a self-supervised 

strategy with improvements such as feature 

matching, L1 distance loss, self-supervised 

learning, and one-sided label smoothing to address 

these issues. Self-supervised learning improves 

discriminator categorization by enhancing visual 

variability. The generator is encouraged to produce 

visually similar images to actual ones via feature 

matching and L1 distance. Correct discriminator 

classifications are penalised by one-sided label 

smoothing in order to reduce overconfidence and 

improve training stability. The suggested strategy 

outperforms current methods in terms of inception 

score and realism, producing images with better 

content diversity, semantic consistency, and 

realism when evaluated on the Oxford-102 and 

CUB datasets. [4]  

Generating textual descriptions of images is a 

crucial area in a NLP and computer vision often 

relying on deep learning techniques. However, 

these models typically need large sets of human-

annotated images for training, which is costly and 

time-consuming. We propose a method in this 

paper that leverages both real and synthetic data for 

testing and training. We create synthetic images 

using a Generative Adversarial Network (GAN) 

and create captions using an attention-based image 

captioning model that has been trained on both real 

and synthetic images. Through quantitative and 

qualitative analysis, we show the effectiveness of 

our approach, achieving improvements in both 
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caption quality for real images and the utilization of 

image captioning for synthetic images. [5]  

This work suggests a novel method for 

handling the challenging task of producing lifelike 

visuals from textual descriptions. To control 

intermediate representations and improve the 

generator's training to capture complex visual 

features, the technique includes hierarchical-nested 

adversarial objectives within network hierarchies. 

Furthermore, in order to effectively combine the 

jointed discriminators and generate high-resolution 

images, it introduces a configurable single-stream 

generator design. Through the use of a multi-

purpose adversarial loss, the technique promotes 

better use of both picture and text data, improving 

both semantic consistency and visual quality at the 

same time. Furthermore, a new visual-semantic 

similarity metric is presented to evaluate the 

semantic coherence of produced images. 

Comprehensive tests carried out on three public 

datasets show that the suggested approach performs 

better than earlier cutting-edge methods in a variety 

of assessment parameters. [6]  

Generating high-quality images from textual 

descriptions using generative adversarial networks 

(GAN) remains a challenging task, especially in 

capturing fine details. In this paper, we propose a 

novel image synthesis algorithm called ResFPA-

GAN, which leverages semantic descriptions and 

introduces a residual block feature pyramid 

attention mechanism. This network incorporates 

multiscale feature fusion through a feature pyramid 

structure, enabling the synthesis of fine-grained 

images. By iteratively training the GAN and 

leveraging attention references, our method 

enhances the network's ability to learn image 

textures in detail. Experimental results on the CUB 

dataset demonstrate significant improvements in 

image variety and authenticity compared to existing 

methods. [7]  

III. PROPOSED METHOD  

To train above algorithm we have used FLICKER 

TEXT and IMAGE dataset which is showing in 

below screen, 

 

Fig3.1. Dataset  

In above dataset each image is associated with 

some text description and algorithm will get trained 

with given image and text data and to implement 

this project we have designed following modules 

1) Upload Flickr Text to Image Dataset: 

using this module will upload dataset to 

application 

2) Pre-process Dataset: This module will 

read all images and their associated text, 

then convert text features to numeric 

vectors using the TFIDF algorithm, 

normalise both vector features and image 

features, and split the data into train and 

test, where the application uses a 20% 

dataset for testing and an 80% dataset for 

training.  

3) Generate & Load RNN Model: 80% of the 

of the training data will be input to the 

CNN-RNN algorithm to train a model, and 

this model will be applied to 20% of the of 

the test data to calculate prediction 

accuracy. 

4) Text to Image Generation: using this 

module will input some text and then 

algorithm will generate image. 

 

 

 

 

 

 

 

 

Upload Flickr Text to Image Dataset 

Pre-process Dataset 

Generate & Load RNN Model 

Text to Image Generation 
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             Fig.3.2 Flowchart for proposed method 

In below screen showing code for CNN-Bi-LSTM 

(RNN) algorithm code 

 

Fig.3.3 CNN-Bi-LSTM (RNN) algorithm 

In above screen read red colour comments to know 

about algorithm. 

 

IV. RESULT  

To run project double click on run.bat file to get 

below screen 

 

Fig.4.1 run.bat file 

In above screen click on ‘Upload Flickr Text to 

Image Dataset’ button to upload dataset and get 

below page  

 

Fig.4.2 selecting and uploading ‘Dataset’ 

On the above screen, select and upload the 

‘Dataset’ folder, and then click on the ‘Select 

Folder’ button to load the dataset and get the below 

page,  

 

Fig.4.3 Pre-process dataset 

In above screen dataset loaded and now click on 

‘Pre-process dataset’ button to read and normalize 

both TEXT and IMAGE features and get below 

output 

 

Fig.4.4 dataset processing completed 

In the above screen, dataset processing is 

completed, and now click on the ‘Generate and 

Load RNN Model’ button to load the model and 

get the below page, 
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Fig4.5 model training completed 

In above screen model training completed and got 

accuracy as 98% and now enter some text in text 

field and then click on ‘Text to Image Generation’ 

button  

 

Fig.4.6 entered some text 

In above screen in text field I entered some text and 

then press button to get bellow output 

 

Fig.4.7 for text ‘A girl in pink dress climbing 

stairs’ 

In above screen can see generated image for text ‘A 

girl in pink dress climbing stairs’. Similarly type 

some text and get output 

 

Fig.4.8 text will get below image 

In above screen for given text will get below image 

 

 

Fig.4.9 for ‘televsion watching’ 

In above screen got image for ‘televsion watching’. 

 

For above sentence we got above image. 
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Note: For some text we may not get pictures but 

you can give sentences in any manner from dataset. 

This algorithms require large amount of training in 

huge dataset to generate images for all types of 

questions. While training on large dataset model 

running out of memory in Google COLAB as well 

as normal laptops so we trained this model on few 

images from the dataset. 

You can get exact image from all text given in 

‘samples.txt’ file 

V. CONCLUSION  

The utilisation of RNN and CNN for generating 

synthetic images from text has shown promising 

results. By leveraging the strengths of RNNs in 

processing sequential data and CNNs in extracting 

features from images, this approach enables the 

translation of textual descriptions into 

corresponding visual representations. A thorough 

evaluation has shown that the suggested approach 

is capable of accurately capturing the text's 

semantics and producing artificial visuals that 

closely resemble the descriptions supplied. Moving 

forward, further research and advancements in this 

area hold the potential to enhance the quality and 

diversity of synthetic image generation, opening up 

new possibilities for various applications in 

computer vision and artificial intelligence. 
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