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Abstract: The study primarily centers on using machine learning methods to identify fraudulent activities in 

banking data. This is a critical concern in the financial sector, where it's essential to detect and prevent fraudulent 

transactions. To improve fraud detection, the study introduces class weight-tuning hyperparameters. These 

parameters help the model differentiate between legitimate and fraudulent transactions more effectively, 

enhancing the accuracy of the fraud detection system. The study strategically employs three popular machine 

learning algorithms: CatBoost, LightGBM, and XGBoost. Each algorithm has unique strengths, and their 

combined use aims to boost the overall performance of the fraud detection method.  Deep learning 

techniques are integrated into the study to fine-tune hyperparameters. This integration enhances the performance 

and adaptability of the fraud detection system, making it more effective in identifying evolving fraud tactics. The 

project conducts thorough evaluations using real-world data. These evaluations reveal that the combined use of 

LightGBM and XGBoost outperforms existing methods when assessing various criteria. This indicates that the 

proposed approach is more effective at detecting fraudulent activities compared to other methods. It includes, a 

Stacking Classifier has been implemented, combining predictions from RandomForest and LightGBM classifiers 

with specific settings. This ensemble algorithm, utilizing a GradientBoostingClassifier as the final estimator, 

enhances prediction accuracy by leveraging the strengths of diverse models. 

Index terms - Bayesian optimization, Data Mining, Deep Learning, Ensemble Learning, Hyper parameter, 

unbalanced data, Machine Learning. 

1. INTRODUCTION 

In recent years, there has been a significant increase in the volume of financial transactions due to the expansion 

of financial institutions and the popularity of web-based e-commerce. Fraudulent transactions have become a 

growing problem in online banking, and fraud detection has always been challenging [1], [2]. Along with credit 

card development, the pattern of credit card fraud has always been updated. Fraudsters do their best to make it 

look legitimate, and credit card fraud has always been updated. Fraudsters do their best to make it look legitimate. 

They try to learn how fraud detection systems work and continue to stimulate these systems, making fraud 
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detection more complicated. Therefore, researchers are constantly trying to find new ways or improve the 

performance of the existing methods [3].  

People who commit fraud usually use security, control, and monitoring weaknesses in commercial applications to 

achieve their goals. However, technology can be a tool to combat fraud [4]. To prevent further possible fraud, it 

is important to detect the fraud right away after its occurrence [5]. Fraud can be defined as wrongful or criminal 

deception intended to result in financial or personal gain. Credit card fraud is related to the illegal use of credit 

card information for purchases in a physical or digital manner. In digital transactions, fraud can happen over the 

line or the web, since the cardholders usually provide the card number, expiration date, and card verification 

number by telephone or website [6].  

There are two mechanisms, fraud prevention and fraud detection, that can be exploited to avoid fraud-related 

losses. Fraud prevention is a proactive method that stops fraud from happening in the first place. On the other 

hand, fraud detection is needed when a fraudster attempts a fraudulent transaction [7]. Fraud detection in banking 

is considered a binary classification problem in which data is classified as legitimate or fraudulent [8]. Because 

banking data is large in volume and with datasets containing a large amount of transaction data, manually 

reviewing and finding patterns for fraudulent transactions is either impossible or takes a long time. Therefore, 

machine learning-based algorithms play a pivotal role in fraud detection and prediction [9].  

Machine learning algorithms and high processing power increase the capability of handling large datasets and 

fraud detection in a more efficient manner. [15] Machine learning algorithms and deep learning also provide fast 

and efficient solutions to real-time problems [10]. In this paper, we propose an efficient approach for detecting 

credit card fraud that has been evaluated on publicly available datasets and has used optimised algorithms 

LightGBM, XGBoost, CatBoost, and logistic regression individually, as well as majority voting combined 

methods, as well as deep learning and hyperparameter settings. An ideal fraud detection system should detect 

more fraudulent cases, and the precision of detecting fraudulent cases should be high, i.e., all results should be 

correctly detected, which will lead to the trust of customers in the bank, and on the other hand, the bank will not 

suffer losses due to incorrect detection. 

2. LITERATURE SURVEY 

Main challenge for e-commerce transaction fraud prevention is that fraud patterns are rather dynamic and diverse. 

[1] This paper introduces two innovative methods, fraud islands (link analysis) and multi-layer machine learning 

model [10, 15, 20], which can effectively tackle the challenge of detecting diverse fraud patterns. Fraud Islands 

are formed using link analysis to investigate the relationships between different fraudulent entities and to uncover 

the hidden complex fraud patterns through the formed network. Multi-layer model is used to deal with the largely 

diverse nature of fraud patterns. Currently, the fraud labels are determined through different channels which are 

banks’ declination decision, manual review agents’ rejection decisions, banks’ fraud alert and customers’ 

chargeback requests. It can be reasonably assumed that different fraud patterns could be caught though different 

fraud risk prevention forces (i.e. bank, manual review team and fraud machine learning model). The experiments 

showed that by integrating few different machine learning models which were trained using different types of 

fraud labels, the accuracy of fraud decisions can be significantly improved [10]. 

With the exponential rise in government and private health-supported schemes, the number of fraudulent billing 

cases is also increasing. [9] Detection of fraudulent transactions in healthcare systems is an exigent task due to 

intricate relationships among dynamic elements, including doctors, patients, and services. Hence, to introduce 
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transparency in health support programs, there is a need to develop intelligent fraud detection models for tracing 

the loopholes in existing procedures, so that the fraudulent medical billing cases can be accurately identified. 

Moreover, there is also a need to optimize both the cost burden for the service provider and medical benefits for 

the client. [2] This paper presents a novel process-based fraud detection methodology to detect insurance claim-

related frauds in the healthcare system using sequence mining concepts. Recent literature focuses on the amount-

based analysis or medication versus disease sequential analysis rather than detecting frauds using sequence 

generation of services within each specialty. The proposed methodology generates frequent sequences with 

different pattern lengths. The confidence values and confidence level are computed for each sequence. The 

sequence rule engine generates frequent sequences along with confidence values for each hospital’s specialty and 

compares them with the actual patient values [2, 7, 9]. This identifies anomalies as both sequences would not be 

compliant with the rule engine’s sequences. The process-based fraud detection methodology is validated using 

last five years of a local hospital’s transactional data that includes many reported cases of fraudulent activities. 

With the continuous prosperity of the financial market, credit card volume has always been booming these years. 

The fraud businesses are also raising rapidly. Under this circumstance, fraud detection has become a more and 

more valuable problem. But the proportion of the fraud is absolutely much lower than the genius transaction, so 

the imbalance dataset makes this problem much more challenging. In this paper [3] we mainly tell how to cope 

with the credit card fraud detection problem by using boosting methods and also gave a contribution of the brief 

comparison between these boosting methods [29, 30]. 

Due to the immense growth of e-commerce and increased online based payment possibilities, credit card fraud 

has become deeply relevant global issue. Recently, there has been major interest for applying machine learning 

algorithms as data mining technique for credit card fraud detection. However, number of challenges appear, such 

as lack of publicly available data sets, highly imbalanced class sizes, variant fraudulent behavior etc. [5] In this 

paper we compare performance of three machine learning algorithms: Random Forest, Support Vector Machine 

and Logistic Regression in detecting fraud on real-life data containing credit card transactions [20]. To mitigate 

imbalanced class sizes, we use SMOTE sampling method. The problem of ever-changing fraud patterns is 

considered with employing incremental learning of selected ML algorithms in experiments. The performance of 

the techniques is evaluated based on commonly accepted metric: precision and recall. 

Credit card fraud is a serious problem in financial services. Billions of dollars are lost due to credit card fraud 

every year. There is a lack of research studies on analyzing real-world credit card data owing to confidentiality 

issues. In this paper, machine learning algorithms [10, 15, 20] are used to detect credit card fraud. Standard models 

are first used. Then, hybrid methods which use AdaBoost and majority voting methods are applied. To evaluate 

the model efficacy, a publicly available credit card data set is used. [6]Then, a real-world credit card data set from 

a financial institution is analyzed. In addition, noise is added to the data samples to further assess the robustness 

of the algorithms. The experimental results positively indicate that the majority voting method achieves good 

accuracy rates in detecting fraud cases in credit cards. 

Healthcare fraud is an expensive, white-collar crime in the United States, and it is not a victimless crime. Costs 

associated with fraud are passed on to the population in the form of increased premiums or serious harm to 

beneficiaries [2, 7]. There is an intense need for digital healthcare fraud detection systems to evolve in combating 

this societal threat. Due to the complex, heterogenic data systems and varied health models across the US, 

implementing digital advancements in healthcare is difficult. The end goal of healthcare fraud detection is to 
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provide leads to the investigators that can then be inspected more closely with the possibility of recoupments, 

recoveries, or referrals to the appropriate authorities or agencies. In this article [7], healthcare fraud detection 

systems and methods found in the literature are described and summarized. A tabulated list of peer-reviewed 

articles in this research domain listing the main objectives, conclusions, and data characteristics is provided. The 

potential gaps identified in the implementation of such systems to real-world healthcare data will be discussed. 

The authors propose several research topics to fill these gaps for future researchers in this domain. 

3. METHODOLOGY 

i) Proposed Work: 

The project introduces an advanced fraud detection system for banking data, utilizing machine learning 

techniques. It enhances its performance through class weight-tuning and Bayesian optimization, employing 

algorithms like [29, 30, 31, 32]CatBoost, LightGBM, and XGBoost. Deep learning further fine-tunes the system, 

and comprehensive evaluations using real-world data and key metrics ensure its effectiveness in identifying and 

preventing fraudulent activities. It includes, a Stacking Classifier has been implemented, combining predictions 

from RandomForest and LightGBM [17, 28] classifiers with specific settings. This ensemble algorithm, utilizing 

a GradientBoostingClassifier as the final estimator, enhances prediction accuracy by leveraging the strengths of 

diverse models. Additionally, a user-friendly Flask framework integrated with SQLite has been developed, 

featuring signup and signin functionalities for effective user testing and improving the system's accessibility and 

practicality in real-world fraud detection applications. 

ii) System Architecture: 

The system begins with raw data containing details of credit card transactions, including features and labels 

indicating fraud or legitimacy. The data undergoes preprocessing, involving feature extraction and selection, to 

prepare it for machine learning. The dataset is divided into two subsets: a training set for model development and 

a test set for performance evaluation. Bayesian optimization is used to fine-tune the hyperparameters of machine 

learning algorithms. Machine learning algorithms, such as CatBoost, [17] LightGBM, and XGBoost, are applied 

to the training data with the use of 5-fold cross-validation to ensure model robustness. We have also explored 

stacking classifier as an extension to the project. Various evaluation metrics are employed to assess the models' 

effectiveness in detecting credit card fraud while minimizing false positives. 

 

Fig 1 Proposed architecture 

iii) Dataset collection: 

CREDIT CARD FRAUD  DATASET: We employed the Credit Card Fraud Detection dataset obtained from 

Kaggle to train machine learning algorithms. Initially, the dataset included a range of transaction-related attributes, 
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including "Amount," "Time," and "V1" through "V28." For privacy and security reasons, specific details about 

these original features were withheld to protect sensitive information while still allowing for effective fraud 

detection training. So, these are the top 5 rows of the  credit card fraud detection dataset.  So, it contains 32 

columns, we are displaying few of them here [6, 17]. 

 

Fig 2 NSL KDD dataset 

iv) Data Processing: 

Data processing involves transforming raw data into valuable information for businesses. Generally, data 

scientists process data, which includes collecting, organizing, cleaning, verifying, analyzing, and converting it 

into readable formats such as graphs or documents. Data processing can be done using three methods i.e., manual, 

mechanical, and electronic. The aim is to increase the value of information and facilitate decision-making. This 

enables businesses to improve their operations and make timely strategic decisions. Automated data processing 

solutions, such as computer software programming, play a significant role in this. It can help turn large amounts 

of data, including big data, into meaningful insights for quality management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most consistent, non-redundant, and relevant features to use in 

model construction. Methodically reducing the size of datasets is important as the size and variety of datasets 

continue to grow. The main goal of feature selection is to improve the performance of a predictive model and 

reduce the computational cost of modeling. 

Feature selection, one of the main components of feature engineering, is the process of selecting the most 

important features to input in machine learning algorithms. Feature selection techniques are employed to reduce 

the number of input variables by eliminating redundant or irrelevant features and narrowing down the set of 

features to those most relevant to the machine learning model. The main benefits of performing feature selection 

in advance, rather than letting the machine learning model figure out which features are most important. 

vi) Algorithms: 

• LGBM (Light Gradient Boosting Machine): LGBM is a gradient boosting framework that is 

particularly efficient and performs well with large datasets. It's known for its speed and accuracy, making it 

suitable for tasks like fraud detection. LGBM builds an ensemble of decision trees, optimizing the boosting 

process for faster convergence [28]. 
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Fig 3 LGBM 

• XGBoost (Extreme Gradient Boosting): XGBoost is another gradient boosting algorithm that is widely 

used for various machine learning tasks. It's known for its robustness and performance. XGBoost uses a 

regularized gradient boosting framework and is effective in handling imbalanced datasets, which is crucial in 

fraud detection. 

 

Fig 4 XGBoost 

• CatBoost (Categorical Boosting): CatBoost is a gradient boosting library specifically designed to 

handle categorical features effectively. It automates the handling of categorical data, making it easier to work with 

such datasets. It's robust, handles overfitting well, and can be useful when dealing with real-world banking data 

[29, 30, 31, 32]. 

 

Fig 5 Catboost 
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• Logistic Regression: Logistic Regression is a fundamental binary classification algorithm. While not as 

complex as ensemble methods like boosting, it serves as a baseline model for fraud detection. It's simple to 

understand and can provide insights into feature importance. 

 

Fig 6 Logistic regression 

• Voting Classifier: The Voting Classifier combines the predictions of multiple machine learning models, 

such as Logistic Regression, XGBoost, and CatBoost, to make a final prediction. This ensemble technique 

leverages the collective intelligence of multiple models, often resulting in improved accuracy and robustness. We 

have built voting classifiers with different combinations of algorithms [19, 24]. 

 

Fig 7 Voting classifier 

• Neural Network: A Neural Network is a deep learning model inspired by the human brain. In this 

context, it can capture complex patterns and relationships in the data. Neural Networks are used for their ability 

to learn intricate fraud patterns, especially in large datasets. 

 

Fig 8 Neural network 

• Stacking classifier: as an extension we have built a stacking classifier. 

The Stacking Classifier, an ensemble algorithm, merges predictions from two base classifiers (RandomForest and 

LightGBM) with specific settings. It employs a GradientBoostingClassifier as the final estimator, enhancing 

prediction accuracy by blending the strengths of diverse models in ensemble learning. 
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Fig 9 Stacking classifier 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones classified 

as positives. Thus, the formula to calculate the precision is given by: 

Precision = True positives/ (True positives + False positives) = TP/(TP + FP) 

 

Recall: Recall is a metric in machine learning that measures the ability of a model to identify all relevant instances 

of a particular class. It is the ratio of correctly predicted positive observations to the total actual positives, 

providing insights into a model's completeness in capturing instances of a given class. 

 

Accuracy: Accuracy is the proportion of correct predictions in a classification task, measuring the overall 

correctness of a model's predictions. 

 

F1 Score: The F1 Score is the harmonic mean of precision and recall, offering a balanced measure that considers 

both false positives and false negatives, making it suitable for imbalanced datasets. 

 

Fig 10 Graph comparing accuracy of NSL-KDD dataset  

 

Fig 11 Performance Assessment Table 
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Fig 12 Home page 

 

Fig 13 Signin page 

 

Fig 14 User input 

 

Fig 15 Predict result for given input 

5. CONCLUSION 

The Stacking Classifier stood out by achieving the highest accuracy among all models, demonstrating its 

remarkable performance in fraud detection. The project showcased robust performance across a variety of 

machine learning models, including LightGBM, XGBoost, CatBoost [29, 30, 31, 32], voting classifiers and neural 

networks, highlighting its adaptability. The utilization of diverse sampling and scaling techniques significantly 
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contributed to improved fraud detection accuracy, emphasizing their importance. Applying the ensemble method, 

Stacking Classifier, significantly boosted fraud detection accuracy, emphasizing its effectiveness. The creation of 

a user-friendly Flask front-end streamlines user testing and authentication, ensuring accessibility and practicality. 

The system's testing in Flask, where input was provided, validates its functionality and user experience. [1, 2, 3] 

The project's results demonstrate the potential of advanced machine learning techniques in addressing fraud 

detection challenges within the banking sector, paving the way for future applications. The project's outcomes 

create opportunities for continuous improvement by exploring additional ensemble techniques and optimization 

strategies. Ultimately, the project's results benefit the banking industry by bolstering fraud detection capabilities, 

reducing financial losses, and ensuring secure transactions, enhancing overall security and trust. 

6. FUTURE SCOPE 

Future research will explore combining additional hybrid models with CatBoost [29] to enhance fraud detection 

accuracy and robustness. Future work will fine-tune CatBoost's hyperparameters, with a specific focus on 

optimizing the number of trees to boost the model's efficiency [33]. Research will focus on strategies to adapt to 

ever-changing fraud patterns, ensuring the model remains effective in identifying emerging fraudulent activities. 

Ongoing research aims to incorporate real-time data for improved system responsiveness and adaptability, 

enabling quicker responses to emerging threats. Future efforts will work on making the model's decision-making 

process more understandable, providing deeper insights into its reasoning for building trust and improving fraud 

detection strategies. 
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