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ABSTRACT 

In this digital era, images and videos are being used as influential sources of evidence in a variety of 
contexts like evidence during trials, insurance fraud, social networking, etc. The easy adaptability of 
editing tools for digital images, especially without any visual proof of manipulation, give rise to 
questions about their authenticity. It is the job of image forensics authorities to develop technological 
innovations that would detect the forgeries of images. There are three primary classes of manipulation 
or forgery detectors studies until now: those supported features descriptors, those supported 
inconsistent shadows and eventually those supported double JPEG compression. 

Image forgery detection is one of the key challenges in various real time applications, social media 
and online information platforms. The conventional methods of detection based on the traces of image 
manipulations are limited to the scope of predefined assumptions like hand-crafted features, size and 
contrast. In this paper, we propose a fusion based decision approach for image forgery detection. The 
fusion of decision is based on the lightweight deep learning models namely SqueezeNet, 
MobileNetV2 and ShuffleNet. The fusion decision system is implemented in two phases. First, the 
pretrained weights of the lightweight deep learning models are used to evaluate the forgery of the 
images. Secondly, the fine-tuned weights are used to compare the results of the forgery of the images 
with the pre-trained models. The experimental results suggest that the fusion based decision approach 
achieves better accuracy as compared to the state-of-the-art approaches. 

Keywords: Image forgery, deep learning, Fusion based method. 

 

1. INTRODUCTION 

In this digital era, images and videos are being used as influential sources of evidence in a variety of 
contexts like evidence during trials, insurance fraud, social networking, etc. The easy adaptability of 
editing tools for digital images, especially without any visual proof of manipulation, give rise to 
questions about their authenticity. It is the job of image forensics authorities to develop technological 
innovations that would detect the forgeries of images. There are three primary classes of manipulation 
or forgery detectors studies until now: those supported features descriptors, those supported 
inconsistent shadows and eventually those supported double JPEG compression. 

With sophisticated software, it is easy to tamper the contents of the image to influence the opinions of 
others. Image forgery techniques are broadly classified into two categories namely copy-move and 
splicing. For copy-move forgery, elements of the image content area are traced and smudge inside a 
similar image, whereas for splicing forgery, parts of the image content smudge from alternative 
pictures. To reconstruct the trust in pictures, various image forgery detection techniques have been 
proposed over the past few years. Many previous studies have tried to extract totally different 
properties from the image to spot the copy-paste or splicing of forged areas, such as the lighting, 
shadows, sensing element noise, and camera reflections. 
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Researchers determined the credibility of the image wherever it is known either as authentic or 
forged. Currently, there are many techniques to spot forged regions that exploits the artefacts left by 
multiple JPEG compression and other techniques of image manipulation to sight the forged regions. 
Camera primarily based ways have additionally analyzed where the detection relies on demosaicing 
regularity or sensing element pattern noise wherever the irregularities of the sensing element pattern 
area unit extracted and compared for anomalies. Forged or manipulated pictures can mislead people 
and may threaten individuals’ life. This paper aims to find the manipulated pictures by automating the 
method of feature extraction instead of feature engineering or feature extraction through the manual 
process. Deep learning to make use of highly correlated pixels in a vicinity, thus considering grouped 
native connections. 

The motivation to use lightweight models in favour to prevent overfitting of the convolutional neural 
network (CNN) architectures and can be easily deployed on resource constrained hardware and can 
learn enriched representations. ShuffleNet makes more feature map channels for a given computation 
complexity budget, which helps to encode more information and is especially important to the 
efficiency of small networks. MobileNet, makes use of deep-separable convolutions and gains state-
of-the-art results and demonstrated the effectiveness of MobileNet when applied to a broad range of 
tasks. SqueezeNe, optimizing the architecture for fast processing speed CNN system with 50×, fewer 
parameters than AlexNet and retains standard accuracy. The lightweight models can be deployed 
effectively on resource-restricted hardware and can learn enriched representation. 

Objective 

In this work, the decision fusion of lightweight deep learning-based models is proposed for the 
detection of image forgery. The proposed approach consists of two phases on the pretrained and fine-
tuned lightweight deep learning models namely SqueezeNet, MobileNetV2, ShuffleNet. In the first 
phase, features from the images are extracted using lightweight deep learning models without 
regularization. In the second phase, fine-tuned lightweight deep learning models with fusion and 
regularization are used to detect image forgery. The main contributions of this work are: 

 An approach of decision fusion-based system is proposed using the lightweight for the image 
forgery detection. The lightweight models used for the fusion decision are SqueezeNet, 
MobileNetV2, and ShuffleNet.  

 The fusion of the decision system is implemented in two phases. First, the pretrained weights 
for the lightweight models are used to evaluate the forgery detection of the images. Second, 
the fine-tuned weights are used to compare the results of the forgery detection of the images 
with the pre-trained models.  

 The utilization of the lightweight models leads to the reduction of the number of false 
matches, thereby reduce the false positive rate and ultimately increase the accuracy of the 
approach.  

2. LITERATURE SURVEY 

Amerini et al. proposed a step forward in this direction by analyzing how a single or double JPEG 
compression can be revealed and localized using convolutional neural networks (CNNs). Different 
kinds of input to the CNN have been taken into consideration, and various experiments have been 
carried out trying also to evidence potential issues to be further investigated. 

Xiao et al. proposed a splicing forgery detection method with two parts: a coarse-to-refined 
convolutional neural network (C2RNet) and diluted adaptive clustering. The proposed C2RNet 
cascades a coarse convolutional neural network (C-CNN) and a refined CNN (R-CNN) and extracts 
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the differences in the image properties between un-tampered and tampered regions from image 
patches with different scales. Further, to decrease the computational complexity, an image-level CNN 
is introduced to replace patch-level CNN in C2RNet. The proposed detection method learns the 
differences of various image properties to guarantee a stable detection performance, and the image-
level CNN tremendously decreases its computational time.  

Zhang et al. studied the first stage; this paper utilized a Stacked Autoencoder model to learn the 
complex feature for each individual patch. For the second stage, this paper integrated the contextual 
information of each patch so that the detection can be conducted more accurately. 

Goh et al. proposed a hybrid evolutionary framework to perform a quantitative study to evaluate all 
features in image tampering for the best feature set. Upon feature evaluation and selection, the 
classification mechanism must be optimised for good performance. Therefore, in addition to being 
able to determine an optimal set of features for a classifier, the hybrid framework can determine the 
optimal multiple classifier ensembles while achieving the best classification performance in terms of 
low complexity and high accuracy for image tampering detection. 

Sutthiwan et al. proposed image statistical features are generated by applying Markovian rake 
transform to image luminance component. Markovian rake transform is the application of Markov 
process to difference arrays which are derived from the quantized block discrete cosine transform 2-D 
arrays with multiple block sizes. The efficacy of thus generated features has been confirmed over a 
recently established large-scale image dataset designed for tampering detection, with which some 
relevant issues have been addressed and corresponding adjustment measures have been taken. The 
initial tests by using thus generated classifiers on some real-life forged images available in the Internet 
show signs of promise of the proposed features as well as the challenge encountered by the research 
community of image tampering detection. 

He et al. proprosed a Markov based approach to detect this specific artifact. Firstly, the original 
Markov features generated from the transition probability matrices in DCT domain by Shi et al. is 
expanded to capture not only the intra-block but also the inter-block correlation between block DCT 
coefficients. Then, more features are constructed in DWT domain to characterize the three kinds of 
dependency among wavelet coefficients across positions, scales, and orientations. After that, feature 
selection method SVM-RFE is used to fulfill the task of feature reduction, making the computational 
cost more manageable. Finally, support vector machine (SVM) is exploited to classify the authentic 
and spliced images using the final dimensionality-reduced feature vector. 

Change et al. proposed a novel forgery detection algorithm to recognize tampered inpainting images, 
which is one of the effective approaches for image manipulation. The proposed algorithm contains 
two major processes: suspicious region detection and forged region identification. Suspicious region 
detection searches the similarity blocks in an image to find the suspicious regions and uses a 
similarity vector field to remove the false positives caused by uniform area. Forged region 
identification applies a new method, multi-region relation (MRR), to identify the forged regions from 
the suspicious regions. The proposed approach can effectively recognize if an image is a forged one 
and identify the forged regions, even for the images containing the uniform background. Moreover, 
this paper proposed a two-stage searching algorithm based on weight transformation to speed up the 
computation speed. 

Rhee et al. presented a short feature vector that is made up of three types of feature sets. The first set 
is defined by the variation to be the 3-D length in the gradient difference of the intensity values of the 
adjacent row and column line pairs in the image, respectively. The second set is defined by the 
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variation in the coefficient difference of the Fourier transform to be the 3-D length in the adjacent line 
pairs. The last set is defined by the residual image between an image and its reconstructed image by 
the gradient based on solving Poisson’s equation, which is also the 3-D length. Two of the sets are 
extracted in the spatial and spectral domains of an image, respectively, and the last set is extracted 
from the residual image. The totally formed 9-D feature vector is subsequently trained in the support 
vector machine classifier for MFD. 

Lamba et al. proposed a discrete fractional wavelet transform-based scheme for identification of 
duplicated regions in the image. The test image is split into overlapping image blocks with fixed 
dimensions. Then, on each image block, discrete fractional wavelet transform is employed for the 
extraction of their features. All the feature vectors are systematized in lexicographical manner 
followed by the block matching and block filtering steps to obtain the replicated blocks, if any. The 
proposed method can detect single and multiple duplicated regions successfully. 

Lin et al. proposed detecting tampered images by examining the double quantization effect hidden 
among the discrete cosine transform (DCT) coefficients. This paper is the only one to date that can 
automatically locate the tampered region, while it has several additional advantages: fine-grained 
detection at the scale of DCT blocks, insensitivity to different kinds of forgery methods (such as alpha 
matting and inpainting, in addition to simple image cut/paste), the ability to work without fully 
decompressing the JPEG images, and the fast speed. Experimental results on JPEG images are 
promising. 

3. PROPOSED SYSTEM 

The architecture of the proposed decision fusion is based on the lightweight deep learning models as 
shown in Fig. 1. The lightweight deep learning models chosen are SqueezeNet, MobileNetV2, and 
ShuffleNet. The proposed system is implemented in two phases i.e., with pre-trained and fine-tuned 
deep learning models. In the pre-trained model’s implementation, regularization is not applied, and 
the pre-trained weights are used and for the fine-tuned implementation, regularization is applied to 
detect image forgery. Each phase consists of three stages namely, data pre-processing, classification, 
and fusion. In the data pre-processing stage, the image in the query is pre-processed based on the 
dimensions required by the deep learning models. SVM is used for the classification of the image as 
forged or non-forged. Initially, we discuss the lightweight deep learning models and then the strategy 
used for the regularization is discussed in the further sections. 
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Fig. 1: Fusion based decision model for forgery detection. 

3.1 Data preprocessing 

In this stage, the image in a query that needs to be identified whether it is forged or not is subjected to 
preprocessing. The height and width of the image required for SqueezeNet is 227×227. The height 
and width of the image required for MobileNetV2 is 224×224. The height and width of the image 
required for ShuffleNet is 224×224. The input image is pre-processed first based on the dimensions 
required for each of the models. Each model then takes the input image to produce feature vector in 
further stages. 

3.2 Lightweight deep learning models 

The different lightweight deep learning models that are considered for fusion are SqueezeNet, 
MobileNetV2, and ShuffleNet. These models are used for the image classification problems 
numerously. In this section, these models are discussed briefly. The lightweight models1 considered 
are summarized as shown in the Table 1. It represents the depth, parameters and the image input size 
required for the lightweight models namely, SqueezeNet, MobileNetV2, and ShuffleNet. 

3.2.1 SqueezeNet 

It is a CNN trained on the ImageNet dataset with 18 layers deep and can classify the images up to 
1000 categories. The network has learned rich representations of the images with 1.24 million 
parameters. It requires only a few floating-point operations for the image classification. 
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Fig. 2: Squeeze net. 

3.2.2 MobileNetV2 

It is a CNN trained on the ImageNet dataset with 53 layers deep and can classify the images up to 
1000 categories. The performance of the classification is improved based on the learning of the rich 
representations of the images. 

 

Fig. 3: MobileNetV2. 

3.2.3 ShuffleNet 

It is a CNN that is also trained on the ImageNet dataset with 50 layers deep and can classify the 
images up to 1000 categories. Table 1. Parameters of lightweight deep learning models. (Depth 
represents the largest number of sequential convolutional or fully connected layers on a path from the 
input layer to the output layer, parameter represents the total number of learnable parameters in each 
layer and image input size represents the required input image size). 

Table 1. Models description. 
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Fig. 4: ShuffleNet. 

3.3 Fusion model and regularization 

The proposed system is first implemented with lightweight deep learning models using pretrained 
weights for the image forgery detection, afterward, the proposed system is implemented as a fusion of 
the decision of lightweight models as discussed in the previous section. Initially, the input image is 
passed to the lightweight models to obtain their feature maps respectively. The feature map from the 
SqueezeNet is denoted as 𝑓௦, the feature map from the MobileNetV2 is denoted as 𝑓௠ , the feature 
map from the ShuffleNet is denoted as 𝑓௦௛  . For the fusion model, the pretrained lightweight deep 
learning model’s output feature mapping 𝑓௣ is used. This feature map 𝑓௣ is a combination of the 

feature maps obtained from the lightweight models as shown in Equation (1). 

𝑓௣  =  𝑓௦  + 𝑓௠  + 𝑓௦௛           (1) 

The fusion model uses feature map 𝑓௣ as a local descriptor for an input patch to extract the features of 

the image. The image for the fusion model is represented as a function 𝑌௙௨௦௜௢௡ = 𝑓(௫)where 𝑥 is the 

patch in the input image. For a test image size 𝑚 × 𝑛, a sliding window of size p×p is used to 
compute the local descriptor 𝑌௙௨௦௜௢௡ is computed as shown in the equation (2) where 

𝑌ଵ, 𝑌ଶ, , 𝑌ଷ represents the descriptors of the patches of the image obtained from the deep learning 
models. It is obtained as a concatenation of all the input patches 𝑥𝑖 and the new image representation 
is given by equation (3) where s is the size of the stride used for transforming the input patch, this new 
image representation 𝑓௙௨௦௜௢௡ is used as the feature map for the classification by the SVM as forged or 

nonforged. 

 𝑌௙௨௦௜௢௡ =  [𝑌ଵ + 𝑌ଶ  +  … +  𝑌 ]         (2) 

 𝑓௙௨௦௜௢௡   =
 ௠ ି௪

௦
 +  1 ∗

 ௡ ି ௪

௦
  +  1         (3) 

For fine tuning of the parameters of the fusion model, the initialization of the weight kernels is used as 
shown in Equation (4). In this equation Wf represents the weights of the fusion model, 𝑊௦ represents 
the weights of the SqueezeNet model, 𝑊௠ represents the weights of the MobileNetV2 model and 𝑊௦௛ 
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represents the weights of the ShuffleNet model. The weight of the fusion model 𝑊௙ is initialized as 

shown in Equation (5). The initialization of the weights acts as a regularization term and facilitates the 
fusion model to learn the robust features of detecting the forgery rather than the complex image 
representations. 

𝑊௙ = [𝑊௦௝  𝑊௠௝  𝑊௦௛௝] j = 1, 2, 3          (4) 

 𝑊௙ = [𝑊௙
ସ௞−2 𝑊௠

4k−2 𝑊௦௛
4k] where 𝑘 =  [[𝑗 +  1]𝑚𝑜𝑑11] +  1     (5) 

3.4 Classifier 

SVM is used as a classifier. SVM is popular and efficient for binary classification. The performance 
of the proposed approach is evaluated at the image level by calculating the performance metrics like 
precision, recall also known as true positive rate (TPR), false positive rate (FPR), F-score and 
accuracy. 

4. RESULTS AND DISCUSSION 

4.1 Dataset  

The dataset used for the experiment is benchmark publicly available MICC-F220 of 110 nonforged 
images and 110 forged images with 3 channels i.e., color images of size 722 × 480 to 800 × 600 
pixels. As shown in Figure 7.1, Figures 2a–2j are forged images with 10 different combinations of 
geometrical and transformations attacks and Figure 2k is the nonforged image. From the dataset 154 
images are chosen randomly for training purposes and remaining for testing purpose. 

 

Fig. 5: Dataset with 10 different combinations of geometrical and transformation attacks; (a–j), 
forged; (k), nonforged images. 

4.2 Baseline modules  

The baseline models that are used for the comparison of the fusion model are summarized as follows. 

1) Upload MICC-F220 Dataset: using this module we will upload dataset to application 
2) Pre-process Dataset: using this module we will read all images and then normalize their pixel 

values and then resize them to equal size 
3) Generate & Load Fusion Model: using this module we will train 3 algorithms called 

SqueezeNet, MobileNetV2 and ShuffleNet and then extract features from it to train fusion 
model. All algorithms prediction accuracy will be calculated on test data 
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4) Fine Tuned Features Map with SVM: using this module we will extract features from all 3 
algorithms to form a fusion model and then fusion data get trained with SVM and then 
calculate its prediction accuracy. 

5) Run Baseline SIFT Model: using this module we will extract SIFT existing technique features 
from images and then train with SVM and get its prediction accuracy 

6) Accuracy Comparison Graph: using this module we will plot accuracy graph of all algorithms 
7) Performance Table: using this module we will display all algorithms performance table. 

 

 

Fig. 6: Confusion matrixes of fusion model and baseline SIFT SVM. 

 

Table. 2: Performance comparision. 

Method Accuracy Precision Recall FSCORE 

Existing SIFT SVM 68.1 67.9 67.5 67.5 

Only SqueezeNet 79.5 81.1 79.5 79.2 

Only ShuffleNet 56.8 62.7 56.8 51.1 
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Only MobileNetV2 81.8 82.9 81.8 81.6 

Proposed Fusion Model SVM 95.4 95 96.1 95.3 

 

5. CONCLUSION 

Image forgery detection helps to differentiate between the original and the manipulated or fake 
images. In this work, a decision fusion of lightweight deep learning-based models is implemented for 
image forgery detection. The idea was to use the lightweight deep learning models namely 
SqueezeNet, MobileNetV2, and ShuffleNet and then combine all these models to obtain the decision 
on the forgery of the image. Regularization of the weights of the pretrained models is implemented to 
arrive at a decision of the forgery. The experiments carried out indicate that the fusion-based approach 
gives more accuracy than the state-of-the-art approaches. In the future, the fusion decision can be 
improved with other weight initialization strategies for image forgery detection. 
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