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A B S T R A C T 
 

Clustering data derived from Electronic Health Record (EHR) systems is important to discover 

relationships between the clinical profiles of patients and as a preprocessing step for analysis 

tasks, such as classification. However, the heterogeneity of these data makes the application of 

existing clustering methods difficult and calls for new clustering approaches. In this paper, we 

propose the first approach for clustering a dataset in which each record contains a patient‟s 

values in demographic attributes and their set of diagnosis codes. Our approach represents the 

dataset in a binary form in which the features are selected demographic values, as well as 

combinations (patterns) of frequent and correlated diagnosis codes. This representation enables 

measuring si- milarity between records using cosine similarity, an effective measure for binary-

represented data, and finding compact, well-separated clusters through hierarchical clustering. 

Our experiments using two publicly available EHR datasets, comprised of over 26,000 and 

52,000 records, demonstrate that our approach is able to construct clusters with correlated 

demographics and diagnosis codes, and that it is efficient and scalable. 

 

1. Introduction 

 

An Electronic Health Record (EHR) can be defined as an electronic record of the medical and 

treatment history of a patient [1], which contains (among others) a patient‟s demographics, 

diagnoses, medications, and laboratory results. EHRs can benefit healthcare delivery, by 

reducing documentation time [2] and facilitating the sharing of patient information [3]. In 

addition, EHRs can improve clinical research and data-driven quality measures through the 

application of data mining technologies [4]. Such technologies can be used to guide the 

treatment of patients [5], by partitioning the data into meaningful groups through clustering, or 

by identifying co-occurring diagnoses (co- morbidities) that help prognosis and quality of care 

assessment, through pattern mining. However, the heterogeneity of EHR data makes several 

existing mining methods inapplicable to EHR data, calling for new methods to properly deal 

with data heterogeneity [6]. 

1.1Motivation 

Consider the dataset in Table 1. Each record corresponds to a different patient and contains their 

demographics and set of diagnosis codes. The dataset contains two types of attributes: (I) 

Single-valued (or atomic) attributes that contain one value per record[7]. The value can be a 

number (respectively, category), in which case the attribute is numerical (respectively, 

categorical). For example, in Table 1, each patient‟s record contains one value in the numerical 

attribute Age and another value in the categorical attribute Gender. (II) Set-valued attri- butes 
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that contain a set of values per record. For example, in Table 1, a patient‟s record contains a set 

of diagnosis codes in the Diagnosis codes attribute. Datasets containing both single-valued and 

set-valued attributes are referred to as RT-datasets (for Relational Transaction datasets), and they 

are useful in several medical analysis application[8]. 

The task of clustering an RT-dataset, comprised of demographics and diagnosis codes, aims to 

create meaningful groups of records (clusters) that share similar demographics and diagnosis 

codes[8]. In other words, the task aims to find natural, hidden structures of the data [9]. For 

example, our method may produce a cluster with male patients under 60 associated with 

diseases of the respiratory system, another cluster with male patients over 60 associated with 

mental disorders, and a third cluster of female patients under 40 associated with complications 

of pregnancy. Furthermore, the records in each cluster contain correlated diagnosis codes 

affecting many patients, which helps the interpretability of clusters [10]. The created clusters 

are useful for several analytic tasks, including: (I) visualization (e.g., to obtain insights on 

patient subpopulations by examining the visualized clusters), (II) query answering (e.g., to 

derive aggregate statistics about patient sub- populations in different clusters and use them to 

compare the sub- populations), (III) anonymization [11]. 

Table 1 

A (toy) example of an RT-dataset. Gender, F is for Female and M for Male. The diagnosis 

codes are represented as ICD-9 codes [12]. The attribute ID is for reference. 

ID Gender Age Diagnosis codes 

1 F 77 250.00, 272.4, 278.01, 401.9 

2 M 71 244.9, 285.1, 530.81 

3 F 46 421.0, 427.31, 584.9 

4 F 78 250.00, 272.4, 401.9, 414.8 

5 M 73 244.9, 530.81, 648.01, 661.11 

6 F 48 285.1, 427.31, 584.9 

7 F 80 196.6, 250.00, 272.4, 401.9 

8 M 73 244.9, 401.9, 530.81 

9 F 48 427.31, 584.9, 693.0 

10 F 75 250.00, 272.4, 401.9, 560.1 

11 M 73 218.0, 244.9, 530.81 

12 F 49 427.31, 584.9, 995.91 

 

to algorithms that transform the values in each cluster to protect patient privacy), and (IV) 

classification (e.g., to preprocess a dataset in order to derive classes of records, which can 

subsequently be used for per- forming classification more efficiently and effectively [13]). 

Thus, one can cluster an RT-dataset and then use the clustering result in one or more of these 

tasks[14]. 

However, existing clustering algorithms are not designed to cluster an RT-dataset comprised 

of demographics and diagnosis codes. This is because, as explained in [15]: 

 

(I) Most clustering algorithms use a single similarity measure, and it is difficult to design a 

measure that captures the similarity of records with both single-valued and set-valued 

attributes[16]. The reason is that single-valued attributes, such as demographics, and set-valued 
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attributes, such as the attribute comprised of diagnosis codes, have different semantics. That is, 

there is one value per record in a demographic attribute, among a relatively small number of 

possible values, while there is a large number of diagnosis codes per record, among a very large 

number of possible diagnosis codes[17]. This makes it difficult to find a single function 

(similarity measure) to capture how similar the demographics and diagnosis codes of two or 

more records are. For instance, Euclidean distance, which is applicable to numerical 

demographics, is not suitable for measuring distance between sets of diagnosis codes, and 

Jaccard distance, which is applicable to sets of diagnosis codes, is not suitable for measuring 

distance between numerical demographics[18]. 

(II) Multi-objective clustering algorithms that aim to optimize several measures simultaneously 

are not suitable for RT-datasets. For example, using a composite measure, such as the weighted 

sum or product of Euclidean distance (applied to demographics) and Jaccard distance (applied to 

diagnosis codes), may lead to low-quality clusters. This is because each of these measures has 

often a different distribution of values, which means that the composite measure does not capture 

cluster quality well. In addition, two-level (hybrid) optimization strategies, which first try to 

cluster demographics and then diagnosis codes (e.g., the strategy used in [19]) are not able to 

find high quality clusters, as shown in our experiments. 

 Contributions 

We propose the first clustering approach that is designed for an RT- dataset comprised of 

demographics and diagnosis codes. The main idea of our approach is to construct a record 

representation that allows measuring similarity between records, based on both demographics 

and diagnosis codes. 

To construct such a representation, we discretize [20] numerical demographics (i.e., replace 

their values with aggregate values) and select subsets of the diagnosis codes contained in the 

dataset, which are referred to as patterns. Then, we represent each record of the RT-dataset 

using one-hot encoding, producing a binary representation of the dataset (see Table 2). The 

features (columns) in the binary representation are: 

(I) the values in each discretized numerical demographic attribute, (II) the values in each 

categorical demographic attribute, and (III) the selected patterns. A value of 1 (respectively, 0) 

in a feature of the binary representation implies that the record contains (respectively, does not 

contain) the feature. Based on the binary representation, we construct clusters comprised of 

similar records, by applying a clustering algorithm that is suitable for binary-represented data 

[21]. 

Yet, there are two challenges that need to be tackled to realize our approach. First, we need 

a way to select patterns that help constructing a high-quality clustering. Second, we need a 

way to construct high- quality clusters efficiently. We address these challenges by proposing 

two methods; Maximal-frequent All-confident pattern Selection (MAS) and Pattern-based 

Clustering (PC): 

 

1. The MAS method selects patterns that: 
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Table 2 

Binary representation of the RT-dataset in Table 1. The features in the binary representation 

are: { } F and { } M , the values in the categorical demographic attribute 

Gender; {45, ,49}, {70, ,74} ... ... , and {75, ,80} ... , the values of the discretized numerical 

attribute Age; and {250.00, 272.4, 401.9}, {244.9, 530.81}, and {427.31, 584.9}, the 

patterns comprised of diagnosis codes. The binary representation is clustered into three 

clusters, with Cluster IDs 1, 2, and 3. The attributes Cluster ID and ID are for 

reference[23]. 

 

 

Cluster ID ID {F} {M} {45,…,49} {70,…,74} {75,…,80} {250.00,272.4,401.9} {244.9,530.81} {427.31,584.9} 

1 1 1 0 0 0 1 1 0 0 

1 4 1 0 0 0 1 1 0 0 

1 7 1 0 0 0 1 1 0 0 

1 10 1 0 0 0 1 1 0 0 

2 2 0 1 0 1 0 0 1 0 

2 5 0 1 0 1 0 0 1 0 

2 8 0 1 0 1 0 0 1 0 

2 11 0 1 0 1 0 0 1 0 

3 3 1 0 1 0 0 0 0 1 

3 6 1 0 1 0 0 0 0 1 

3          

 

(I) occur in a large number of records, 

(II) are comprised of correlated diagnosis codes (i.e., any codes in the pattern imply the other 

codes in the pattern with high probability), and 

(III) co-occur in a large number of records, when the patterns share diagnosis codes[22]. 

hypertension”, respectively) and appears in records with IDs 1, 4, 7, and 10. Whenever 250.00 

is contained in a record,  

Table 3 

A clustered RT-dataset produced from the binary representation in Table 2. The attributes Cluster ID and ID are for reference. 

Cluster ID ID Gender Age Diagnosis codes 

1 1 F 77 250.00, 272.4, 278.01, 401.9 

1 4 F 78 250.00, 272.4, 401.9, 414.8 

1 7 F 80 196.6, 250.00, 272.4, 401.9 

1 10 F 75 250.00, 272.4, 401.9, 560.1 

2 2 M 71 244.9, 285.1, 530.81 

2 5 M 73 244.9, 530.81, 648.01, 661.11 

2 8 M 73 244.9, 401.9, 530.81 

2 11 M 73 218.0, 244.9, 530.81 

3 3 F 46 421.0, 427.31, 584.9 

3 6 F 48 285.1, 427.31, 584.9 

3 9 F 48 427.31, 584.9, 693.0 

3 12 F 49 427.31, 584.9, 995.91 

 

diagnosis codes 250.00, 272.4, and 401.9 (among others), corresponds to the record with ID 1 in 
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Table 2, which contains 1 in the feature {F} for Gender, the discretized value {75, …, 80} 

for Age, and the pattern 

{250.00, 272.4, 401.9} for Diagnosis codes. The binary-represented data in Table 2 are then 

grouped into three clusters, so that records in the same cluster share similar features (which 

implies that they have similar demographics and diagnosis codes). For example, the cluster 

with Cluster ID 1 in Table 2 is comprised of the records with IDs 1, 4, 7 and 10. These records 

correspond to female patients between 75 and 80 and contain all diagnosis codes in the pattern 

{250.00, 272.4, 401.9}[24]. Next, the clustered RT-dataset in Table 3 is constructed, by 

simply adding into each cluster the records from the RT-dataset in Table 1 which were 

clustered together in the binary representation in Table 2. 

 

2. Related work 
 

In this section, we discuss the methods that are closer to EHR clustering and the problem 

we study. For extensive surveys on mining EHR data, the reader is referred to. Section 2.1 

discusses clus- tering for EHR data, Section 2.2 provides a brief overview of pattern- based 

clustering, and Section 2.3 discusses pattern mining on EHR data[25]. 

 

 EHR data clustering 

 

We categorize existing methods for clustering EHR data, based on the type of data they are 

applied to. of demographic attributes are inherently low-dimensional (e.g., they typically include 

fewer than 20 demographics). Thus, they can be clustered using many existing clustering 

algorithms,clustering algorithms, such as hierarchical (e.g., single-linkage, average-linkage, and 

complete linkage)partitional (e.g., k-means [26], k-means++ [27], and k-medoids, and density-

based (e.g., DBSCAN and OPTICS [28]) algorithms. For example, an interesting recent work 

[29] applies density- based clustering on patient data. The reason that the aforementioned 

algorithms are not suitable for clustering an RT-dataset is that their similarity measures cannot be 

applied to a set-valued attribute, such as the attribute containing diagnosis codes. This is because 

their measures cannot capture similarity effectively for set-valued attributes. The reason is that 

set-valued attributes (such as the diagnosis codes attribute) are inherently high dimensional and 

the similarity between high dimensional data records cannot be captured effectively by distance 

measures used in many existing algorithms, as explained in [30]. This is known as the curse of 

high dimensionality. 

Diagnosis codes Similar to RT-datasets, datasets in which each re- cord is comprised of a 

set of diagnosis codes are inherently high-dimensional (i.e., the set-valued attribute typically 

contains thousands of different diagnosis codes). Such datasets can be clustered using algo- 

rithms developed for set-valued (also referred to as transaction) data. Examples of such 

algorithms are CLOPE [31], SCALE, ROCK, and SV-k-modes. For example, SV-k-modes 

works similar to k- means, but it uses a set of values in a set-valued attribute as cluster 

representative, instead of the centroid used in k-means. This algorithm can be applied to 

datasets that also have single-valued attributes (i.e., RT-datasets), by using centroids as 
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representatives in single-valued at- tributes. However, SV-k-modes is applicable only to set-

valued attributes with a very small domain size (i.e., attributes with 10–50 distinct values), due 

to its exponential time complexity with respect to the domain size of set-valued attributes. 

Consequently, unlike our approach, SV-k-modes is not suitable to cluster a set-valued attribute 

comprised of diagnosis codes, whose domain size is in the order of thousands.  

Other high-dimensional data There are clustering methods that are applied to a dataset 

comprised of trajectories, genomic sequences, or text. For example, focus on clustering 

trajectory data, in which trajectories represent sequences of diseases, while  study clustering 

genomic data. study clustering medical text. Clearly, these methods cannot be considered as 

alternatives to our approach, because the data they are applied to have very different semantics 

compared to those of the attributes in an RT-dataset. 

 

 Pattern-based clustering 

Pattern-based clustering methods represent the records of a dataset to be clustered in a binary 

form, in which the features are patterns, and then apply clustering to the binary-represented data. 

Thus, our approach is related to pattern-based clustering methods. Since the number of patterns 

is typically smaller than that of the distinct values in the dataset, pattern-based clustering is an 

effective method for clustering high dimensional data.  

Gene expression data Gene expression data are typically re- presented as a real-valued 

matrix, where each row corresponds to a gene and each column to a condition. However, 

there is a sig- nificant difficulty to cluster such a matrix because, only under specific 

experimental conditions, a group of genes can show the same activation patterns. For handling 

this difficulty, bi-clustering methods, which simultaneously cluster the rows and columns of the 

matrix, have been proposed. Bi-clustering methods (e.g.,) produce, as clusters, submatrices in 

which subgroups of genes exhibit highly correlated activities for subgroups of conditions. Some 

of these methods  also employ patterns for bi-clustering, such as frequent patterns and 

association rules (see Section 3 for details). All bi-clustering methods aim to simultaneously 

cluster the rows and columns of the matrix. Thus, contrary to our approach, they cannot be 

used to group records into clusters. Specifically, a row corresponding to a record in an RT-

dataset could participate in multiple clusters, if we applied bi-clustering to the binary 

representation in PC. 
  

 Pattern mining on EHR data 

Pattern mining is an important task aiming to discover associated attribute values, often in a 

dataset comprised of one set-valued attribute. The values in the set-valued attribute are referred 

to as items. There are different ways of modeling associations, leading to different 

representations of patterns, such as frequent, maximal-frequent, and all-confident patterns (see 

Section 3 for details). 

 

3. Background and problem statement 
In this section, we introduce some preliminary concepts and the problem we aim to solve. Table 

4 summarizes the acronyms used in the paper. 

 3.1.RT-datasets 

We consider an RT-dataset D, in which every record corresponds to a distinct patient. Each 
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record r in is comprised of one or more demographic attributes that can be numerical or 

categorical, and of a set- valued attribute containing diagnosis codes. Without loss of 

generality, we assume that the first l attributes in D, denoted with A1,….Al , are  demographic 

attributes, and the last attribute  Al+1 
is a set-valued attribute. The diagnosis codes can be 

represented in different formats. For example, they can be ICD-9 codes or ICD-10 codes. It is 

also easy to convert ICD-10 codes into ICD-9 codes, using General Equivalence Mapping. 

Extensions to RT-datasets comprised of more than one set-valued attributes are straightforward 

(see Section 7).
 

 
3.2. Maximal-frequent all-confident itemsets 

We introduce the concept of Maximal-frequent all-confident itemset (MFA) used in our 

approach. In the following, we present the definitions and refer the reader to C for examples. 

A subset I ⊆ Al+1 is called an itemset. The number of items in I is denoted with I and referred to 

as the length of I. An itemset  ⊄ I´ is a subitemset of I´  , and I´   is a superitemset of I. In our 

case, each record r of  contains an itemset that is comprised of the diagnosis codes contained in 

r. The frequency of an itemset I in  is defined as the number of records in  that have I as their 

subitemset, and it is denoted with fr (I). The support (relative frequency) of an itemset I in 

 is defined as   where  is the number of records in .   

Given itemsets  X and Y such that the itemset I = X ∪Y has length X∪Y|≥2 and a dataset , the 

all-confidence of I in  can be defined as follows: 

 

There are several algorithms for mining MFIs. In our work, we employ the FPMAX algorithm, 

because it is more efficient than the algorithms in, as explained in. We then construct the set of 
MFAs by keeping each MFI I with  
allConf (I )≥minAc. 
 

 
 

3.3 Problem statement 

We now formally define the clustering problem that we aim to solve. 

Problem1. Given  an  RT-dataset D, a  binary  representation    ={B1, …, B| |} of D , and 

a parameter k, construct a partition C = {c1, …, ck} of D with maximum  

where ci is a cluster and cos (Br, Br ) =  is the cosine similarity measure between the records 
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which correspond to the records and r , respectively, in ci. 

The problem takes as input an RT-dataset D , the number of clusters k, and the binary 

representation of , and it requires finding a clustering of k clusters for such that the records 

in each cluster are similar. Specifically, it seeks to maximize the total cosine similarity, which 

is measured on the records of the binary representation of D. The problem is NP-complete (this 

follows easily from), which justifies the development of heuristics. 

4. Clustering RT-datasets using MASPC 
 

MASPC applies: (I) the MAS algorithm, which discovers maximal-frequent all-confident 

patterns (MFAs), and (II) the PC algorithm, which constructs and clusters the binary 

representation of the RT-dataset, and produces the clustered RT-dataset. 

In the following, we explain the operation of the MAS and PC algorithms.  

4.1 The MAS algorithm 
MAS works in two phases: 

(I) MFA mining: In this phase, all MFAs are mined from the input RTdataset. 

(II) Pattern selection: In this phase, a subset of MFAs that help the subsequent clustering by the 

PC algorithm to construct clusters of 

high quality are selected. 

 

 

 
 

 

5. Baselines for clustering RT-datasets 

1. Binary representation construction: This phase is similar in the binary representation), k-

PC; the difference is that each diagnosis code in is considered as a feature (column whereas 

PC considers each MFA as a feature instead. The resultant binary-represented dataset is 

denoted with MHybrid. 

2. Medoids clustering: In this phase, MHybrid is partitioned into p clusters, by applying an 

efficient to the binary representation construction phase of  implementation of the k-medoids 

algorithm  with cosine similarity multiple times. First, we apply the algorithm of Park et al.  

to the projection of MHybrid on the features (columns) corresponding to demographics, setting 

the number of clusters to a threshold a. Then, we apply the the projection of Hybrid on the 
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features corresponding to diagnosis codes of the cluster and partition it into b smaller 

clusters. Therefore, at the end of this phase, a·b = p clusters are created. algorithm to each of 

the resultant a clusters separately. Specifically, we consider the projection of Hybrid on the 

features corresponding to diagnosis codes of the cluster and partition it into b smaller 

clusters. Therefore, at the end of this phase, a·b = p clusters are created. 

 

6. Experimental evaluation 
6.1. Datasets 

We used two publicly available RT-datasets, comprised of demographics and diagnosis codes: 

• VERMONT . The dataset contains de-identified inpatient discharge data in Vermont 

during 2015. 

• INFORMS . The dataset contains de-identified patient data and was used in the Informs 

Data Mining Contest 2008. 

6.2. Experimental setup 

We compared our approach against the four baseline methods in Section 5, because no existing 

clustering algorithms can be applied to an RT-dataset comprised of demographics and diagnosis 

codes (see Section 2). 

6.3. Clustering quality measurement 

In this section, we show the superiority of MASPC over its 3 variations and HYBRID in terms of 

being able to construct a high-quality clustering, comprised of compact and well-separated 

clusters. We consider the impact of parameters minSup, minAc, minOv, and k. We omit HYBRID 

from the results of all experiments in which it performed much worse than all other methods. 

6.4. Efficiency of computation 

 
 

 
6.5. Overview of demographics and patterns in clusters 
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7. Extensions and limitations 
We have shown, through extensive experiments, that our approach significantly outperforms 

baselines in terms of compactness and separation of clustering as well as in terms of runtime. We 

have also shown that the clusters created by our approach allow finding correlations between 

diagnosis codes and between diagnosis codes and demographics that have been documented in 

the medical literature. 

 
 

8. Conclusion 
The task of clustering an RT-dataset whose records are comprised of demographic values and 

sets of diagnosis codes is important, to discover relationships between the clinical profiles of 

patients and as a preprocessing step for classification and anonymization. Motivated by this and 

by the fact that existing clustering (or bi clustering) algorithms are not appropriate for this task, 

we proposed a new clustering approach. 

Our approach constructs a binary representation of the input RT-dataset, in which the features 

corresponding to diagnosis codes are MFAs (maximal-frequent all-confident patterns), and it 
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applies clustering to that representation. Our experiments with two large, publicly-available 

datasets containing about 26,000 and 53,000 records respectively demonstrate 

the effectiveness and efficiency of our approach. In particular, they show that our approach 

outperforms four baselines in terms of clustering quality, it is able to construct clusters with 

correlated demographics and diagnosis codes, and it is efficient and scalable. 
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